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Abstract

The purpose of this thesis is to explore recent advances in the spectroscopy of acetylene.

Acetylene is among the most-studied molecules, and an astoundingly large volume of

work has been done on it. Highly excited S1 acetylene suffers from many effects that

complicate a thorough understanding of it. For instance, isomerization occurs between

trans- and cis-bent geometries. Any models, including the most successful polyad mod-

els that have been used to study S1 acetylene for many years, that are based on the

more stable trans-bent structure are doomed to failure at the energy of isomerization is

approached.

A further problem is experimental, rather than theoretical. The ”interesting” region of

S1 dynamics, namely the energy region in the vicinity of the isomerization barrier, is

dissociative. Near the cis-trans barrier, the electronic surface interacts with a nearby

dissociative curve, and molecules tunnel through the barrier and dissociate.

The lifetime constraints are addressed with a detection technique that, to a certain

point, is insensitive to predissociative lifetimes, Photofragment Fluorescence Action

Spectroscopy (PFAS). PFAS detection involves the photofragmentation of excited acety-

lene, at a faster rate than the molecules dissociate. The excited photofragments them-

selves fluoresce, and this fluorescence is collected as the signal.

Using PFAS, the most detailed spectra of high-energy S1 ever have been collected. The

additional insight into the structure and dynamics of acetylene, both that have already

been analyzed and that require further work, are discussed in this thesis.

Thesis Supervisor: Robert W. Field

Title: Haslam and Dewey Professor of Chemistry
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Chapter 1

History and Origin of My Interest

in S1 Acetylene

The first excited electronic state of acetylene, the Ã1Au or S1 state, has many properties

that make it a worthy subject for deep study. The work of the Field Group has often

been focused on using the S1 state as an intermediate in a Stimulated Emission Pumping

(SEP) scheme in order to reach high vibrational levels of the ground electronic S0 state,

but the S1 state is interesting in its own right.

1.1 A Brief Overview of Some Interesting Properties of S1

Acetylene

The ν4 and ν6 normal modes, the cis bend and the out-of-plane torsion, are nearly

degenerate (the vibrational fundamentals have been observed to lie at 764.9 and 768.3

cm-1, respectively [9]). These two vibrational modes are mixed by Coriolis and Darling-

Dennison resonances, and in levels with as few as two quanta of excitation in the bending

motions the normal mode quantum numbers are no longer sufficient to explain the

structure, with the result that polyads are formed [5]. The quantum numbers v4 and v6

are destroyed by these resonances. Kellman [10] applied the idea of classical action-space

to the normal modes. The full details of his publications on this topic are beyond the

scope of this work, but if quantum states are envisioned as vectors in an N -dimensional

space, with their components being the vibrational quantum numbers vi, resonances
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can be envisioned as occupying subspaces within this space, defined by which vibrational

modes they mix. Coriolis and Darling-Dennison resonances in S1 acetylene exchange one

(for Coriolis) and two (for Darling-Dennison) quanta of excitation between ν4 and ν6.

Expressed as raising and lowering operators, a+
4 a6 and a+

4 a
+
4 a6a6. The resonances define

a subspace within the normal mode space in which the normal vibrational quantum

numbers are invalid. The crucial conclusion is that one resonance can destroy at most

one quantum number, and if a resonance is not linearly independent of the other existing

resonances in normal mode space, it doesn’t destroy any good quantum numbers. The

vectors representing the Coriolis and Darling-Dennison operators are scalar multiples

of each other, so while there are two resonances and both v4 and v6 are no longer

valid quantum numbers, a new quantum number, which we call B, exists, which is

perpendicular to the resonance vector in normal mode space, i.e. B = v4 + v6 These

sets of states with new quantum numbers that are combinations of the original normal

mode quantum numbers are called polyads, and S1 acetylene is fruitful ground for a rich

study of polyad dynamics. In fact, these two vibrations are so thoroughly mixed that

the patterns in the spectrum resemble degenerate vibrations of a linear molecule, and

to my knowledge this is the only such case that has been reported [5].

The predissociation threshold and cis-trans isomerization barrier of S1 acetylene occur

at similar energies, with the minimum of the cis well being ∼3000 cm-1 above that of the

trans, the predissociaion barrier ∼1000 cm-1 above that, and the barrier to isomerization

∼1000 cm-1 higher still [11]. This coincidence of properties on the energy scale leads to

interesting avenues of study - for example, the level-dependent predissociation properties.

Quantum number dependence of predissociation rates have been observed before (in

experiments stretching back decades [6, 12]). Acetylene offers an even more unusual

situation that we are just beginning to explore, one where the vibrational levels not only

dictate somewhat of a deviation from a single equilibrium geometry, but multiple distinct

minima on the S1 surface with qualitatively different geometries can be observed in the

predissociative regime [7, 11]. In fact, the S1 state is predicted to have an additional

vinylidene minimum [13], which opens even more possibilities for investigation.

The cis-trans isomerization of the S1 electronic state is an incredibly rich system for

study. The isomerization mechanism [13, 14], frequency of vibration along the isomer-

ization coordinate [15], and mixing of states between the wells [11] have all been studied.
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Figure 1.1: A small portion of the spectrum taken by Ingold and King. The top
portion of the figure is an iron-arc spectrum, used for calibration. The center row is the
spectrum taken at room temperature, ∼20 oC. The bottom spectrum is cooled, taken
at ∼ -78 oC. Figure reproduced from Reference 1, with permission from from The Royal

Society of Chemistry

The primary features explored in this work are related to the various geometries sup-

ported by the S1 surface.

1.2 Determination of the Geometry of the S1 State

The seminal studies by Ingold and King [1, 16–19] and by Innes [2] demonstrated that

the equilibrium structure of the first excited singlet state of Acetylene, the S1 state, is

trans-bent, not linear. This was the first molecule shown to belong to a different point

group upon electronic excitation [5]. The arguments in support of this structure change

made by Ingold and King, and by Innes are instructive.

Ingold and King’s analysis was based on absorption data that is of sufficiently high

resolution to identify bands and branches, and even some of the more well-separated
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rotational lines, far from band-heads. There are several pieces of evidence that combine

to indicate a trans-bent upper state.

1.2.1 Intensity and Appearance of the Spectrum

First, the general intensity and character of the spectrum presents a problem for a linear-

to-linear interpretation. The bands observed contain P, Q, and R branches, and are in

general quite weak. As the ground state is a linear Σ state, Q branches cannot appear

in the S1 ← S0 transition if the upper electronic state is also a Σ state. However, there

are not expected to be any states of Π or higher angular momentum character in the

energetic region accessed in the spectrum, according to the most up-to-date calculations

availible to Ingold and King [20]. The strength of the absorption is also inconsistent

with an electronically allowed transition. The spectrum of the S1 state of acetylene

is weak, weak enough that the expected mechanism is a forbidden transition which

borrows intensity from a nearby allowed one. Again, the trouble with assuming a linear

excited state is that there exists no forbidden transition with a nearby allowed transition

from which intensity could be borrowed. However, a large geometry change causes an

electronically allowed transition to become weak on the basis of vibrational wavefunction

overlap, or Franck-Condon forbidden. In this case, it takes a transition that one might

expect to have an oscillator strength in the vicinity of 0.1, and reduces it to 10-4 or so.

1.2.2 Vibrational Structure

The second point brought up by Ingold and King that makes the hypothesis of a linear

upper state unlikely is related to the vibrational structure of the spectrum. There is only

one upper-state vibration that forms a long progression. Such a progression is caused

by a significant change in internal coordinates, where a change in vibrational quantum

number along a particular direction is accompanied by slow variation in the Franck-

Condon overlap of the upper and lower states. If both the upper and lower states are

linear, the only motions that could possibly tune a wavefunction into and back out of

high overlap with another are the two C-H stretches and the C-C stretch. However, this

vibration (with a long Franck-Condon progression) has a harmonic frequency of 1,000

cm−1. C-H stretches occur at energies roughly triple this value, leaving only the C-C

stretch as a plausible candidate for this progression. Further investigation makes such a
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candidate unlikely, however. The intensities of a progression of bands can be expressed

as a function of the displacement between the upper and lower state geometries, first

expressed for diatomics by Hutchisson [21] and modified for polyatomics by Craig [22].

Specifically, Craig’s work treated groups of atoms vibrating together as a single mass,

and assumed that one oscillator was found exclusively in its vibrational ground state,

which allowed for a simpler expression. The formulas that Craig derived apply to totally

symmetric motions only, and only for electronic transitions that retain the symmetry

group of the molecule. In the case of the progression from the ground vibrational state

in the ground electronic state to the various vibrationally excited states considered here,

both assumptions are reasonable, and the only vibration consistent with a linear-to-linear

assumption is the totally symmetric C-C stretch.

Under these conditions, we consider two oscillators whose origins are separated by q,

oscillators 1 and 2. We assume a cold initial state. This allows one oscillator to be in

its ground state,

Φ0(
√
β1x1) = (

√
β1/π)1/2e−β1x

2
1/2, (1.1)

though the other oscillator could be in any harmonic oscillator state, namely

Φ′n(
√
β2x2) = (

√
β2/π/2

nn!)1/2Hn(
√
β2x2)e−β2x

2
2/2, (1.2)

where Φ is a harmonic oscillator wavefunction, β is related to the force constant of

the oscillator, β = 2π/h
√
mk, and the Hn are the Hermite polynomials. The overlap

integrals between such functions govern the distribution of the intensity of an electronic

transition between the various vibrational bands, in accordance with the Franck-Condon

principle. The expression for the overlap integral between Φ0 and Φ′n, as expressed above,

can be shown to be ∫
Φ0(
√
β1x1)Φ′n(

√
β2x2)dx = e−β1[q2/2(1+p)]×

∑
r

(√
β2qρ

1 + ρ

)n−r [
n!

r!(n− r)!

] 1
2
[

2n−r

(n− r)!

] 1
2

S0r.

(1.3)

Here, ρ = β1
β2

, and the S0r are overlap integrals between harmonic oscillator wavefunc-

tions with a common origin. These integrals are zero for all odd values of the quantum
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number r, and for all even values of r are given by

S0r =
1

(r/2)!

√
r!

2r

(
2
√
ρ

1 + ρ

) 1
2
(

1− ρ
1 + ρ

) r
2

. (1.4)

For ρ = 1, which is to say if the two oscillators share a common potential energy

minimum and have the same force constant, the value of the overlap term S00 between

the two ground vibrational levels is 1 and all other overlap integrals are zero. Recognizing

the dependence of line strength on the square of an overlap integral, these expressions

give a direct method to calculate the relative strengths of various vibrational bands

within an electronic transition as a function of the difference in origin between two

bands, q.

Ingold and King use these expressions to test a variety of possible q values, looking

for the value that best reproduced the experimental band intensity distribution. The

C-C bond length in the ground electronic state is known to be 1.21 Å. Ingold and King

found the bond length that best matched the observed intensity distribution to be 1.6

Å. For context, ethane, a molecule with a single C-C bond (compared to ground state

acetylene’s triple bond) has a bond length of 1.52 Å[23]. It seems unlikely that a single

electronic excitation from a molecule with a triple bond would be to a state with a bond

longer than the single bond of ethane. This is a problem, but perhaps not a deal-breaker.

This same analysis of the bond length, however, will come up again when the rotational

structure is analyzed, and will be much more insurmountable then. If, however, we

are not constrained to a linear upper state geometry, then vibrational motions other

than the C-C stretch become possible candidates for the long vibrational progression in

question, and these difficulties disappear for such a hypothesis.

There are additional problems associated with the single long vibrational progression be-

ing assigned to the C-C stretch. The hydrogen isotope shift in this progression presents

one. In a C-C stretch, minimal independent hydrogen motion is expected. Upon deuter-

ation, one would expect such a vibrational band to change very little. In acetylene,

however, the isotope shift in vibrational frequency from acetylene to dideuteroacetylene

is very large, around 20%. This indicates that the vibration involves a large amount of

hydrogen motion.

Lower state vibrational progressions are also incompatible with the hypothesis of a

linear upper state. There is a long progression of hot bands, separated by about 600
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cm−1, prominent in the spectrum. The lower-state vibrational structure was sufficiently

well known to Ingold and King to make it clear that the only possible vibration that

could be responsible for hot bands with this separation is the Πg symmetry trans-

bending vibration (the Πg cis bend has a fundamental frequency of ∼ 730 cm-1, far

enough removed from the observed frequency to be excluded, and the other motions

are of much higher frequency). However, in a linear-to-linear transition, the trans-bend

motion cannot produce a progression, as the equilibrium bond angle of both the upper

and lower states must be identical along this degree of freedom, θ = 0. Additionally,

levels with odd quanta of the lower state trans-bending mode cannot appear in the

spectrum due to symmetry restrictions (easily rationalized with even-odd arguments),

but several consecutive hot bands are easily recognizable in the acetylene spectrum.

Once again, this obstacle immediately becomes a non-issue if the upper state is assumed

to be trans-bent.

1.2.3 Rotational Structure

As we turn our attention to the rotational structure of the acetylene spectrum, we find

more and stronger evidence that S1 acetylene cannot be linear. While examining the

relative intensities of an upper state vibrational progression, we deduced that the length

of the upper state C-C bond must be around 1.6 Å if a linear upper state geometry is

assumed. If the bond length does indeed increase that much (from 1.2 Å to 1.6 Å),

the rotational constant, B”, of the lower-state of 1.18 cm−1 would be reduced to an

upper-state rotational constant, B’, of only 0.7 cm−1. Even a small difference between

B’ and B” causes a band head to appear either to the red or blue side of the band origin

in the spectrum. The frequency difference between this band head and the band origin

can be calculated on the basis of the values of B’ and B”. The energy of a level with

electronic quantum numbers represented collectively as e, vibrational quantum numbers

v, and rotational quantum number J is [24]

Ee,v,J =H(e) +G(v) + F (J)

=H(e) +G(v) +BvJ(J + 1)−Dv(J(J + 1))2 + ...
(1.5)
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Ignoring centrifugal distortion, we calculate the positions of R branch transitions by

νR(e′, v′, J + 1← e′′, v′′, J) = Ee′,v′,J ′ − Ee′′,v′′,J ′′

=H(e′) +G(v′) + F (J ′)−
[
H(e′′) +G(v′′) + F (J ′′)

]
=ν0 + 2B′ + (3B′ −B′′)J + (B′ −B′′)J2

=ν0 + (B′ +B′′)(J + 1) + (B′ −B′′)(J + 1)2,

(1.6)

and P similarly

νP = ν0 − (B′ +B′′)J + (B′ −B′′)J2, (1.7)

where H, G, and F are the electronic, vibrational, and rotational energies, and ν0 is the

band origin. For the common case of a red-degraded band, the band head will occur in

the R branch. The transition energy is quadratic in J , so we can find the J at which

the band head if formed, Jturn, by taking the derivative with respect to J and setting it

equal to zero,
dνR
dJ

= 0 = 3B′ −B′′ + 2(B′ −B′′)Jturn. (1.8)

Rearranging,

Jturn =
B′′ − 3B′

2(B′ −B′′)
. (1.9)

The distance between the band head and the band origin is the difference between the

energy of the transition if J = Jturn and the band origin,

νR − ν0 = 2B′ − (B′′ − 3B′)2

2(B′ −B′′)
+

(B′′ − 3B′)2

2(B′ −B′′)
, (1.10)

after some algebra, the distance from the band origin to the band head can be expressed

by

νR − ν0 =
−1

4

(B′ +B′′)2

B′ −B′′
. (1.11)

For the supposed linear-to-linear transition of acetylene, we calculate a separation of only

2 cm−1 between the band origin and the R bandhead. In the spectrum, however, the

difference between the Q- and the R-branch heads, which must be close to the difference

between the band origin and the R-head, is found to be 17 cm−1, again invalidating the

linear hypothesis. In order to achieve a spacing between band head and band origin of

this magnitude, the upper state rotational constant, B’, must be 1.1 cm−1.

This summarizes the most enlightening and convincing arguments made by Ingold and
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King against a linear upper state. Ingold and King chose a planar, trans-bent state

primarily out of convenience, rather than any specific evidence. Innes refined Ingold

and King’s arguments in favor specifically of a trans-bent state [2].

1.2.4 Clarifications and Fundamental Extensions by Innes

Innes performed further analysis based on both vibrational and rotational structures in

the spectrum of S1 acetylene. It is worth noting that Innes had access to the data used

by Ingold and King, as well as to data gathered in an apparatus with roughly triple

the path length. Some details, specifically assignment of particular bands as originating

from the ground vibrational state on the lower electronic surface, depend on the use of

both data sets together.

A non-linear upper state is still likely to be of near-symmetric top character, as the

hydrogen atoms are much lighter than the carbon atoms. The rotational constants will

be ordered A >> B ≈ C. For Ka (referred to henceforth as just ”K”)=0,1,2,... the

states are very similar to linear molecule states of characters Σ, Π, ∆,... For a given value

of K, there are values J = K,K+1,K+2, etc. For a linear-to-linear transition with the

transition moment along the molecular b or c axes, which is the case here, ∆K = ±1.

However, there are weak bands in the spectrum which correspond to changes in K other

than ±1, such as ∆ − Σ and ∆ −∆ transitions. Innes postulated that the most likely

scenario for the appearance of such bands is the deviation of the upper electronic state

from a true symmetric top. We are now aware of some additional effects that relax the

∆K = ±1 selection rule for acetylene, such as axis switching.

Innes introduced some interesting analysis based on the rotational structure of the spec-

trum as well. Innes’ instrument, with increased resolution (compared to that that pro-

duced the data used by Ingold and King), was able to resolve rotational lines clearly

enough to support additional insights. One detail found was that the value of the ro-

tational constant of the upper state, B’, calculated via combination differences using

different branches of the same band (i.e., calculated using the Q branch vs. the P or R

branch) differed from each other by about 5%. In a linear molecule, such a difference

could be explained by the different branches terminating in opposite components of an

L− or Λ-type doublet. However, the magnitude of the difference between the calculated

B’s is about 10 times larger than the doubling in the ground state. The splitting of K
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Figure 1.2: A portion of the spectrum of acetylene, as recorded by Innes. The pictured
portions highlight several different important types of bands. Innes experiment had
approximately triple the absorption path of the apparatus used by Ingold and King,
along with increased resolving power, so many more details were able to be picked
out, and molecular constants derived with greater accuracy. Figure reproduced from

Reference 2, with the permission of AIP publishing.

doublets in an asymmetric top reproduce the observed differences in B’ values to better

than 1 part in 1,000, following the treatment of Wang [25].

After noting, as did Ingold and King, that these observations make a linear upper state

impossible, Innes takes the analysis a step farther. Dihedral angles φ between 45◦ and

135◦ can be eliminated by an analysis of a similar situation in H2O2 by Giguère [26].

Upper state acetylene is observed to be quite strongly an asymmetric top, and those

angles (from 45 to 135 degrees) turn out to be those for a nearly symmetric top. So,

the upper state is at least nearly planar, either near 0◦ (cis) or near 180◦ (trans). The

rotational structure of the bands can be analyzed to point toward either a cis- or trans-

bent conformer. As shown by Herzberg and others [27], when the c axis is the symmetry

axis, the statistical weights of the rotational levels of the lower set of K = 1 levels will

be the same as the K = 0 levels, whereas if the b axis is the symmetry axis, the K = 0

levels’ statistical weights will match those of the higher set of K = 1 levels. A closer look

at this phenomenon occurs later in this chapter, see section 1.3.4. The spectra show the

c axis to be the symmetry axis, and therefore a trans-like structure is the correct one.

In addition, the moment of inertia sum rule for molecules that are planar at equilibrium,

Iec = Ieb + Iea, is very nearly satisfied for the S1 state of acetylene. The vibrational states

of acetylene, even the ground vibrational state, are of course not strictly planar due to
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zero-point vibrations, but for ground state vibrational coordinates vi = 0, the variation

from the planar sum rule I
[vi=0]
c − I

[vi=0]
a − I

[vi=0]
b is slightly positive, and if several

values of the vibrational coordinates are plotted and the value of the sum rule defect is

extrapolated back to estimate the value at equilibrium, it is very nearly zero, pointing

toward a planar structure.

1.3 Selection Rules of the Ã-X̃ Transition of Acetylene

In order to understand the features in the spectrum of the Ã-X̃ acetylene band system

in a more comprehensive way, we shall now consider the transition selection rules of

acetylene, focusing on the geometries relevant to this electronic transition. An important

realization is that, in situations such as this where multiple geometries are relevant,

traditional rigid molecule group theoretical analysis is less useful than in transitions

where there is no change in the rigid molecular point group. A different type of group

theory is required, which takes into account only symmetry operations that commute

with the Hamiltonian of the molecule.

1.3.1 Discussion of the Symmetry Operations of Acetylene

The rotations and reflections normally associated with the phrase ”symmetry operation”

are supplanted in the case of the Ã-X̃ transition in acetylene by other, more rigorous

symmetries. These operations are generally applicable and independent of both the

instantaneous and equilibrium arrangement of particles in space, which means that they

will be appropriate for any geometry, even geometries that don’t have an obvious point

of spatial symmetry (such as the C̃1B2 state of SO2, which has unequal bond lengths

[28]). For our purposes, the useful operations of this group are (1) the exchange of

identical nuclei, and (2) the inversion of the space-fixed axis system. These symmetries

are evident from simple physical arguments - identical nuclei are indistinguishable, and

thus the energy levels of the Hamiltonian cannot change when any two identical atoms

are permuted. The spherical symmetry of electromagnetic forces leads to the validity of

the inversion operation [29]. Other operations exist to which the molecular Hamiltonian

is invariant, for example translation or rotation of the molecule in space, but these other

operations will be less useful for our purposes here than the two listed above.
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G8 E (ab)(12) E∗ (ab)(12)* (12) (ab) (12)* (ab)*

Ss+ 1 1 1 1 1 1 1 1
Ss− 1 1 -1 -1 1 1 -1 -1
As− 1 -1 -1 1 1 -1 -1 1
As+ 1 -1 1 -1 1 -1 1 -1
Aa+ 1 1 1 1 -1 -1 -1 -1
Aa− 1 1 -1 -1 -1 -1 1 1
Sa− 1 -1 -1 1 -1 1 1 -1
Sa+ 1 -1 1 -1 -1 1 -1 1

Table 1.1: The G8 symmetry group character table, which is relevant to acetylene.
This full group must be used when there is sufficient internal energy that bonds can

break and reform in the molecule.

The complete set of all operations that involve the exchange of identical nuclei and

inversion of the space-fixed axis system, along with all unique combinations of these

operations, is called the Complete Nuclear Permutation/Inversion (CNPI) group. The

CNPI symmetry treatment was pioneered by Hougen [30] and Longuet-Higgins [31]. I

will follow the notation and logic of Lundberg [32], with important clarifications and

expansions from Bunker and Jensen [29], in the discussion of the operations of this

group.

I begin by defining the operations of the group, specifically for acetylene. Acetylene is

composed of two carbon atoms and two hydrogen atoms. We will label the two carbon

atoms a and b, and the two hydrogen atoms 1 and 2. To indicate a permutation of

identical carbon nuclei, the notation (ab) will be used, and similarly permutations of

hydrogen nuclei will be denoted (12). The identity operator, which leaves the molecule

unchanged, will be represented by E, and the operator that inverts the laboratory-

fixed axes, E*, will be called the parity operator. These operations and all distinct

combinations of them form the CNPI group for acetylene. The complete set of operations

includes E, E*, (ab), (ab)*, (12), (12)*, (ab)(12), and (ab)(12)*. The group that these

operations together form is called G8. The entire character table is presented in Table

1.1.

We shall consider the effects of performing these operations on a complete molecular

wavefunction, Ψn. To illustrate, we will begin by examining the effect of the permutation
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operator on the wavefunction of a nondegenerate state. The application of the time-

independent Hamiltonian operator to the wavefunction Ψn is

HΨn = EnΨn. (1.12)

We apply an arbitrary permutation operator P to the wavefunction, and recognize that

the Hamiltonian operator commutes with the permutation operator to obtain

HPΨn = EnPΨn. (1.13)

Since Ψn is, by assumption, nondegenerate, only one eigenfunction can exist that returns

the eigenenergy En. Then,

PΨn = cnΨn (1.14)

where cn is a constant. Considering that any permutation operator, no matter how

complex, can be expressed as a series of simple two-particle permutations, we will now

assume P to be such an operation, e.g. (12). We lose no generality here, as the following

treatment could be adapted to include more complicated operations. We apply the

two-particle permuter, P, to both sides of the previous equation to obtain

P 2Ψn = PcnΨn. (1.15)

P 2 is the identity operator, and the constant cn commutes with the permutation operator

P , so this can be rewritten as

Ψn = cnPΨn = c2
nΨn. (1.16)

It’s clear, then, that cn = ±1. The same arguments can be applied to the parity opera-

tor, and wavefunctions that transform into themselves or into their negatives are referred

to as having + or - parity, respectively. The utility of the transformation of the wave-

function due to permutation is somewhat more subtle. The transformation properties

of the total wavefunction of a molecule under particle permutations are unambiguous.

All wavefunctions are required to be symmetric with respect to the exchange of bosons,

and antisymmetric with respect to the exchange of fermions [33]. All states must follow

these rules, and therefore it would seem that permutation symmetries do not help to

classify molecular states. However, inasmuch as parts of the molecular wavefunction Ψn
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can be separated, for example into electronic, vibrational, rotational, nuclear spin, and

electron spin parts, the symmetries of each of thse parts can be examined and useful

properties recognized.

1.3.2 Symmetry Properties of Acetylene

As described above, the molecular Hamiltonian commutes with the inversion of the lab-

fixed reference frame, which leads to the quantum number ”parity”, denoted as +/−.

Additionally, the properties of a molecule are independent of the orientation of the

molecule in space. The symmetry group related to arbitrary rotations of the space-

fixed axes is called K(spatial). We will not examine the properties of this group here,

but the manner in which the molecular wavefunction transforms under the operations

of K(spatial) determines the values of the quantum numbers corresponding to total

angular momentum and its projection on the space-fixed Z axis, J and MJ .

In acetylene, the rigorously good quantum numbers we will use are J, parity, and nuclear

permutation symmetry for pairs of identical particles. We will denote the permutation

symmetry as (Ss/Aa), where symmetry or antisymmetry with respect to permutation of

the carbon atoms is indicated by the uppercase letters, and with respect to the hydrogen

atoms by the lowercase letters. Along with these rigorously good quantum numbers, we

will use the label Ka, which in a near-prolate top such as acetylene is a useful tool

for organizing the energy levels, and will have some propensity rules for transitions

associated with it. Trans-bent acetylene is not a prolate symmetric top, Ka is not a

strictly good quantum number and does not induce a rigorous selection rule). The labels

we will use to distinguish states are |J,Ka, Ss/Aa,+/−〉.

The full CNPI group of a molecule can be incredibly cumbersome. In the case of acety-

lene, there are only 8 independent symmetry operations, and the group is called G8.

However, for molecules with more identical atoms, there are more allowed operations,

and for relatively simple molecules the order of the group can quickly become extremely

large. For example, considering ethene instead of acetylene, a simple addition of 2 hy-

drogen atoms, increases the dimension of the group from 8 operations to 96. Moreover

benzene, C6H6, has well over one million operations. All of the CNPI operations (when

performed on an equilibrium structure) can be considered to transfer the molecule to

an identical minimum on a potential energy surface. In some cases, the new minimum
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CNPI-MS E (ab)(12) E∗ (ab)(12)*

Equivalent Rotation R0 Rπc Rπc R0

D∞h G8 C2h CNPI E Cc2 σab i

Σ+
g A′1 A′′1 Ag Ss+ Aa+ 1 1 1 1 Jc

Σ−u A′2 A′′2 Au Ss− Aa− 1 1 -1 -1 Γ∗ c
Σ−g B′1 B′′1 Bg Sa− As− 1 -1 -1 1 Ja Jb
Σ+
u B′2 B′′2 Bu Sa+ As+ 1 -1 1 -1 a b

Table 1.2: The Molecular Symmetry subgroup of the full CNPI group G8 (CNPI-MS)
for the trans-bent configuration of acetylene, which consists of only the feasible oper-
ations (operations that do not break C-H bonds). The first three columns correspond
to labels of rigid point groups. The fourth column contains the true symmetry labels.
As the molecule approaches energies where the breaking and reforming of bonds be-
comes feasible, these two states will begin to form tunneling doublets. Both the CNPI
operations and the equivalent point group operations (rotations, reflections, etc.) are
included in the table. The symmetry properties of the electric dipole operator, Γ∗, are

worth noting.

may be separated from the original one by such a large energy barrier that the energy

splitting between them cannot be resolved by experiment. In such a case, the CNPI

operation that transfers the molecule between the two minima need not be considered.

In the case of a rigid molecule, any operation that changes the connectivity of the atoms

is excluded. It’s fairly straightforward to list the infeasible operations for linear and

trans-bent acetylene, though in some cases, particularly cases with a stereocenter, more

care must be taken. For the geometries of acetylene I will be considering, the chemically

feasible operations are limited to E, E*, (ab)(12), and (ab)(12)*. This set of symmetry

operations is called the ”Molecular Symmetry group”, or MS group, and is isomorphic

to the molecular point group for rigid molecules.

1.3.3 CNPI Symmetry Operations in Space

It’s a worthwhile diversion to discuss a few more details of how CNPI operations act

on the various coordinates of a molecular wavefunction, as this information will help to

establish the classification of the various parts of a wavefunction, understood from the

more traditional point group analysis, into CNPI symmetry groups.

Consider the permutation operator (12). When the permutation operator is applied, all

coordinates of the particles 1 and 2 are exchanged. As an example, the application of
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the (12) permutation operator to a polyatomic molecule may be expressed as

(12)[X1, Y1, Z1, X2, Y2, Z2, X3, ...] = [X ′1, Y
′

1 , Z
′
1, X

′
2, Y

′
2 , Z

′
2, X3, ...]

= [X2, Y2, Z2, X1, Y1, Z1, X3, ...].
(1.17)

We’ll consider the coordinates of the particles in two different frames of reference: first,

a set of axes (X,Y,Z ) which are parallel to the lab-fixed reference frame (X,Y,Z), with

the origin fixed at the molecular center of mass. The second is a set of axes (x,y,z ),

with origin fixed at the nuclear center of mass (not the molecular center of mass), with

orientation defined by the Eckart conditions, which minimize the interactions between

vibration and rotation [34]. When assigning the orientation of the (x,y,z ) axis system,

you begin by specifying a convention to unambiguously relate the (x,y,z ) axes with the

equilibrium configuration inertial axes, a, b, and c. Taking H2O as an example, one

might choose to take the z axis of the equilibrium structure as coincident with the a

inertial axis, oriented so that H2 has a positive z coordinate and H1 has a negative z

coordinate, the x axis oriented so that the oxygen atom has a positive x coordinate, and

the y axis oriented to yield a right-handed axis system. The Eckart conditions are then

used to determine the orientation of the instantaneous molecular frame axis system.

The Eckart conditions could produce axes oriented in several ways - the conditions are

designed to minimize rovibrational interactions and several axis systems can achieve this

(for example, inverting the direction of all axes maintains the separation of rotation and

vibration, but changes the value of all coordinates). Of the possible axes that conform

to the Eckart conditions, we choose the system that, if the atoms are smoothly displaced

back to the equilibrium structure, reproduces the convention for axis assignment that

we chose.

When the permutation operator is applied to a molecule, for example the operation

(12), which exchanges identical hydrogen atoms in a water molecule, the coordinates

of particles 1 and 2 in space-fixed axis system (X,Y,Z) are interchanged. After the

new positions are calculated, molecule-fixed axes (x,y,z ) are attached to the equilibrium

structure of the molecule, using the same convention chosen earlier for assigning x, y,

and z to a, b, and c of the equilibirum structure. The Eckart rules are applied after the

symmetry operation to define the instantaneous orientation of the molecule-fixed axes.

We will also consider the effects of the inversion operator, E*, on the coordinates of
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Figure 1.3: A water molecule is pictured at its equilibrium structure. The molecule-
fixed axes (x, y, z) have been attached according to the conventions chosen in the text.
The ”+y” indicates that the y axis is coming out from the plane of the figure, creating

a right-handed axis system.

Figure 1.4: A demonstration of the effect of the permutation operator (12) on the
nuclei of a water molecule in their equilibrium positions. Note that the operation is
performed, and then the internal axes (x, y, z) are attached to conform to convention.

the molecule. The inversion operator changes all spatial coordinates of the particles,

both nuclei and electrons, to their negatives in the (X,Y,Z ) axis system, parallel to the

space-fixed (X,Y,Z) system but with origin at the molecular center of mass. Expressed

as an equation,

E∗[X1, Y1, Z1, X2, Y2, Z2, ...] = [X ′1, Y
′

1 , Z
′
1, X

′
2, Y

′
2 , Z

′
2, ...]

= [−X1,−Y1,−Z1,−X2,−Y2,−Z2, ...].
(1.18)

As for the permutation operation, we will first perform the coordinate changes of the

particles, and then attach the molecule-frame axes according to the conventions specified

earlier. Figure 1.5 demonstrates the effect of the E* operator on our same example water

molecule.

With an understanding of how the CNPI symmetry operations act on the coordinates
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Figure 1.5: The effect of the inversion operation, E∗, through the origin of the
(X,Y, Z) axis system, with origin molecular center of mass and orientation parallel
to the lab-fixed (X,Y,Z) axes. Again, the internal (x, y, z) axes are attached, following

the chosen convention, after the symmetry operation is applied.

of a molecule, both in the space- and molecule-fixed frames, we can begin to study

each part of the molecular wavefunction to understand the properties of the states of

acetylene in the context of its rigorously defined symmetry group.

1.3.4 Nuclear Spin Wavefunction: Statistical Weights

The most common isotopologue of acetylene includes 12C and 1H. The carbon atoms

are bosons of nuclear spin 0, and the hydrogen atoms are fermions of nuclear spin 1
2 .

|Ψtotal〉 must have permutation symmetries of Sa, with either parity allowed. In order to

understand the possible symmetries of the nuclear spin part of the wavefunction, |Ψns〉,

we begin by constructing nuclear spin wavefunctions. We will use θ to represent the

nuclear spin zero wavefunction, and α and β to represent the
∣∣1

2

〉
spin-up and

∣∣−1
2

〉
spin-

down wavefunctions, respectively. The possible functions for the 12C2
1H2 isotopologue,

then, are

α1α2θaθb β1α2θaθb

α1β2θaθb β1β2θaθb

These basis functions form a reducible representation in the G8 symmetry group. The

procedure to generate this reducible representation is to apply each of the symmetry

operations of G8 to this set of functions, and count how many functions are left un-

changed by the operation. Then, that reducible representation can be expressed as a

unique combination of irreducible representations. The reducible representation is

G8 E (ab)(12) E* (ab)(12)* (12) (ab) (12)* (ab)*

χns 4 2 4 2 2 4 2 4
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To reduce the reducible representation to a sum of irreducible representations, we need

to find the coefficients ai which make the following true,

Γ = a1Γ1 ⊕ a2Γ2 ⊕ a3Γ3 ⊕ ... (1.19)

where Γ is the reducible representation shown in the table above (for example), and

the Γn are the irreducible representations of the group. We find the coefficients ai by

recognizing the orthogonality of the irreducible representations. We can treat the action

of the reducible representation and those of the irreducible representations under the

various symmetry operations as vectors, and essentially take the dot products of these

vectors (normalized by dividing by the order of the group) to find the projections of the

irreducible representation onto the reducible representations,

ai =
1

h

∑
R

χΓ [R]χΓi [R]∗ . (1.20)

where h is the order of the group and R runs over all the elements of the group. Here, h

is 8 and R includes each of the operations already discussed. Applying this operation to

our reducible representation, we find that this basis of nuclear spin wavefunctions reduces

to Γns = 3Ss+ ⊕ Sa+. Only nuclear spin wavefunctions of symmetries Ss+ and Sa+

can exist, with Ss+ wavefunctions being three times as prevalent. This will produce

clearly discernible patterns in the spectrum, and will restrict the symmetries available

to the remainder of the wavefunction. When the symmetry of Γns is Ss+, the remainder

(electronic, electron spin, vibrational, and rotational parts) of the wavefunction can be

of either Sa− or Sa+ symmetry, because the allowed permutation symmetries of the

total wavefunction are constrained by the types of particles being permuted (bosons

or fermions). These Ss+ levels have statistical weight of three. If Γns belongs to the

Sa+ symmetry, the direct product of the symmetries of the remaining parts of the

wavefunction must belong to the symmetry groups Ss− or Ss+, and these levels have

statistical weight of one. States that have symmetry Aa+, Aa−, As+, and As− after

factoring out ψns correspond to nuclear spin wavefunctions that have statistical weight

of zero, and these states will not exist. The same procedure can be carried out for any

isotopologue with pairs of identical carbon and hydrogen atoms, just by adjusting the

basis nuclear spin states used to account for the possible spin states of the nuclei. We

won’t derive the results here, but obtaining them is fairly straightforward, if tedious
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for situations with many possible spin states. Lundberg does this analysis for several

isotopologues [32].

1.3.5 Vibrational Wavefunctions: Background

The use of CNPI symmetry properties, rather than a rigid point group model, is partic-

ularly important when analyzing the vibrational properties of a molecule with multiple

minima of distinct geometries supported by its electronic surface. The Franck-Condon

Principle [35] defines the vibrational contribution to a transitions’s strength in a spec-

trum, in the case that the wavefunction can be factored. For now, we will proceed

under the assumption that that factorization is possible, and discuss it in more detail in

Section 1.3.10.

As the Franck-Condon principle specifies, the the strength of a transition is proportional

to the square of the matrix element between the vibrational wavefunctions of the initial

and final states,

Sν′ν′′ ∝
〈
Ψ′ν
∣∣Ψ′′ν〉2

. (1.21)

These matrix elements of course can only be evaluated correctly if the wavefuntions are

expressed in the same basis set, so we express

Ψ′′ν =
∑
i

aiΨ
′
νi (1.22)

based on the completeness of the eigenfunctions of the Hamiltonian. The product of

wavefunctions

Ψ′∗ν Ψ′′ν = Ψν

[∑
i

aiΨ
′
νi

]
(1.23)

must belong to the totally symmetric representation for the matrix element to be non-

zero. The symmetry and parity, then, of the final and initial vibrational wavefunctions

must be identical. The CNPI symmetries, as discussed, are structure-independent and

can be used to evaluate the values of these matrix elements when the geometries of the

two states differ.

The symmetry properties of the vibrational motions can be determined by examining

the effect of the symmetry group operations on the Cartesian displacement coordinates

of the atoms in the molecule. Returning to our example of the water molecule, we add
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Figure 1.6: The effect of the symmetry operation that permutes particles 1 and 2 on
their x -coordinate displacements. The values of the displacements after the operation

is applied, ∆x′i, are ∆x′1 = ∆x2, ∆x′2 = ∆x1, and ∆x′3 = ∆x3

to our picture the existence of displacements (in the x direction only, for now) in the

molecular coordinates.

The effect of the (12) permutation operation on the x coordinates of the nuclei in this

water molecule can be clearly seen in the figure. We can see that

(12)[∆x1,∆x2,∆x3] = [∆x′1,∆x
′
2,∆x

′
3]

= [∆x2,∆x1,∆x3]
(1.24)

As we know from Figure 1.4, the y and z axes exchange upon application of the permu-

tation operator (12), in addition to the other effects of the permutation. To be clear,

this reversal of the molecule-fixed axes results from our prescription for understanding

the effects of symmetry operations: First, apply the permutation (or other operation),

and then attach axes following the conventions chosen. Based on the new axes, we find

(12)[∆y1,∆z1,∆y2,∆z2,∆y3,∆z3]

=[∆y′1,∆z
′
1,∆y

′
2,∆z

′
2,∆y

′
3,∆z

′
3]

=[−∆y2,−∆z2,−∆y1,−∆z1,−∆y3,−∆z3]

(1.25)

We find the character of all Cartesian motions under the symmetry operator (12) in

the usual way - every coordinate after the permutation that is a scalar multiple of its

pre-permutation value, contributes an amount equal to that scalar multiple. In this case,

atoms 1 and 2 don’t contribute anything (as the displacement of one has been replaced

by a multiple of the other), ∆x3 contributes 1, ∆y3 and ∆z3 both contribute -1, to give

a total character of

χ[(12)] = −1. (1.26)
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The same procedure can be applied to all of the symmetry operations of the molecule

of interest. The resultant characters for the Cartesian coordinates across all symmetry

operations of the group form a reducible representation for the group. This can be

reduced in the usual way to a sum of irreducible representations, which is aided by

recalling that the Molecular Symmetry subgroup of the full CNPI symmetry group is

isomorphic to the molecular point group. In the case of our water molecule example,

the total irreducible representation of the transformation of all Cartesian coordinates is

ΓCar = 3A1 ⊕A2 ⊕ 2B1 ⊕ 3B2. (1.27)

This representation includes all possible displacements of Cartesian coordinates, which

includes not only the vibrational motions we are interested in learning more about, but

also translations and rotations. The characters of the various rotations and translations,

fortunately, can be easily calculated. They depend upon the transformation properties

of the Cartesian displacement coordinates that we already deduced, and in the case of

H2O are, for rotations,

Γ(Rx, Ry, Rz) = A2 ⊕B2 ⊕B1 (1.28)

and, for translations,

Γ(Tx, Ty, Tz) = A1 ⊕B1 ⊕B2. (1.29)

Subtracting the characters of those motions from our set of characters for all Cartesian

displacements, we find that the vibrational normal coordinate representation is

Γ(Q1, Q2, Q3) = 2A1 ⊕B2. (1.30)

Symmetry species can be assigned to particular vibrations by examining the effect of

the vibration under the symmetry operations in the same way that we examined the

Cartesian displacements, but it will be even simpler because each normal coordinate

belongs to a single symmetry species.

Classifying the symmetry of a vibrational wavefunction depends upon understanding the

symmetries of the normal modes themselves. Once that is established, the symmetry of

specific wavefunctions Ψvib,n can be determined.

In the harmonic approximation, the vibrational wavefunction is a product of harmonic
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oscillator wavefunctions. The irreducible representation species of the complete wave-

function is a product of the representations of the harmonic oscillator wavefunctions.

The harmonic oscillator wavefunction when the vibrational quantum number v is zero

is

Φ0 = Ne−cQ
2

(1.31)

where N and c are constants dependent upon the particular oscillator and Q is the

vibrational displacement of the mode. The harmonic oscillator potential energy function

is proportional to Q2, and must be totally symmetric in the Molecular Symmetry group

because the Molecular Symmetry group is a symmetry group of the Hamiltonian. Q2,

and Φ0, then, must also be totally symmetric in the Molecular Symmetry group. Recall

that any harmonic oscillator wavefunction can be expressed by applying the raising

operator a+ to the lowest harmonic oscillator eigenfunction Φ0 v times,

Φv = Nv(a
+)vΦ0. (1.32)

In our formulation, the raising operator a+ is a function of Q, and transforms like the

coordinate Q under symmetry operations. If the totally symmetric representation is

given by Γsym and the representation under which Q transforms is Γi, then the total

wavefunction will transform as a product of the symmetries of the ground vibrational

level and ofQ, which is the symmetry of the vibrational motion discussed above, repeated

v times, Γsym⊗Γi⊗Γi⊗ ... which for a nondegenerate vibration will be Γsym if v is even

and Γi if v is odd.

The situation is more complicated in the case of degenerate vibrations, but not so

complicated as to be unmanageable. Consider a two-dimensional degenerate vibration,

with normal coordinates Qa and Qb. As is the case with non-degenerate vibrations, we

can express the wavefunction as a product of the one-dimensional harmonic oscillator

wavefunctions for each motion, with quantum number vi for each. In the case of a

degenerate vibration, however, it proves useful to perform a coordinate change which is

analogous to the coordinate change from Cartesian to polar coordinates. We define two

new coordinates, Q and α, such that

Qa = Q cosα, (1.33)
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Qb = Q sinα, (1.34)

Q =
√
Q2
a +Q2

b , (1.35)

and

α = arctan

(
Qb
Qa

)
. (1.36)

The energy of the wavefunction, is expressed in the familiar way using only one quantum

number v,

E(v) = ~ω (v + 1) , (1.37)

and another new quantum number, l, called the vibrational angular momentum quantum

number, reflects the possibility of a two-fold degenerate vibration contributing angular

momentum to the molecule (note that the energy depends on the vibrational quantum

number plus one, not 1/2, which is a result of considering two vibrations). The wave-

functions of the degenerate vibrations can again be expressed using raising and lowering

operators. In the Qa, Qb formulation, the raising and lowering operators appear familiar,

with a raising and lowering operator for each vibration. In the Q, α formulation, there

are again four ladder operators, expressed as R+(+), R+(−), R−(+), and R−(−). These

operators act such that

R+(+) increases v by one and increases l by one

R+(−) increases v by one and decreases l by one

R−(+) decreases v by one and increases l by one

R−(−) decreases v by one and decreases l by one

The ground state of this oscillator has v = l = 0, and these ladder operators don’t

allow completely independent adjustment of the two quantum numbers, so the possible

values of l are restricted to l = v, v− 2, v− 4, ...− v. In parallel with the nondegenerate

case, the ground vibrational wavefunction is totally symmetric, and the raising and

lowering operators transform in the same way as the vibrational coordinate describing

the motion. The application of v ladder operators to the zero-point wavefunction can

generate any allowed wavefunction with vibrational quantum number v, so the total

symmetry representation of the motion is Γsym ⊗
[
Γi
]v

, where Γi is the irreducible

representation by which the vibration transforms. In general, these direct products

will not form a single irreducible representation, but rather a direct sum of irreducible
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Figure 1.7: Cartoon representations of the normal mode vibrations of acetylene in
its trans configuration. Each motion is labelled by the traditional numbering, with the

true CNPI symmetry symmetries of each vibration indicated.

representations. Each of the v + 1 wavefunctions with different values of l all transform

in the same way.

1.3.6 Vibrational Wavefunctions of Acetylene

As linear molecules introduce some extra complications, particularly in their vibrational

structure, we’ll begin by looking at trans-bent acetylene. The vibrational motions of

trans-bent acetylene are shown in Figure 1.7. If the point-group symmetries of the

vibrations and the correlations between point-group symmetries and the true CNPI

symmetries are known, the CNPI symmetry labels can be immediately applied. If this

information is not known, it can be deduced by examining the diagrams of the vibrational

normal modes.

The feasible CNPI symmetry operations have point-group equivalents that produce

equivalent results for a rigid structure. Labelling the atoms in a cartoon picture and

performing the CNPI symmetry operation, then looking for the point-group operations

that move the atoms in the same way, suffices to find the correlation. We find that the

feasible operations (ab)(12), for example, permutes both the hydrogens and the carbons

in trans-bent acetylene, but leaves any axes perpendicular to the plane of the molecule

unchanged, which correlates to a C2 rotation about the c axis. These equivalencies will
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be useful in determining the characters of the motions under the CNPI symmetry oper-

ations. It should be clear from the diagrams that vibrations ν1, ν2, ν3, and ν4 transfrom

as (1) under a rotation C2
c , and therefore under the CNPI operation (ab)(12), while

the other vibrations have character (-1) under this operation. In order for a function

to have character (1) under (ab)(12), it must have the same transformation properties

under the G8 (ab) and (12) operations. Looking at the G8 character table (Table 1.1,

on page 28), we see that Ss+, Aa+, Ss−, and Aa− transform in this way.

Examining instead the E* operation, we discover that an inversion of coordinates in the

laboratory frame does not alter the placement of the molecule-fixed axis system, but

will switch displacements out of the plane of the molecule from being in the positive

direction to the negative direction. This correlates to the point-group operation of

reflection in the plane of the molecule, and the only vibration of trans-bent acetylene

that has nonzero character under this operation other than (1) is ν4, the out-of-plane

bend, with character (-1). We now have enough information to label all of the vibrations

of trans-bent acetylene with their true symmetry labels, and can also understand the

correlations between the true symmetry labels and the more commonly used point-group

labels, based on knowledge of the point-group character of these vibrations.

We now turn attention to another isomeric form of acetylene which has not yet been

discussed, cis-bent acetylene. For now, we’ll proceed without justification, but it will

become clear why the cis-conformer is worth discussing later in this thesis (see Sec-

tion 1.5). As is also the case for trans-acetylene, only vibrational motions that have

components perpendicular to the plane of the molecule can have negative parity. Only

one normal mode has such motion, ν4. As seen in Table 1.4, the (ab)(12) operation is

equivalent to the point group operation Cb2. From pictures of the nuclear displacements

of the cis-vibrations, it can be deduced which normal modes are symmetric under this

operation.

We turn our attention to the symmetry of the vibrations of linear acetylene. The vibra-

tional structure is more subtle and difficult to classify for the linear arrangement. Once

again, the parity operation, E∗, corresponds to a reflection in the D∞h point group,

meaning that once again only vibrations with motions perpendicular to this plane can

have negative parity. However, unlike with the other geometries, in linear acetylene the

b and c axes are equivalent, meaning that any motion perpendicular to the a axis could
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Figure 1.8: Pictures of displacements and the CNPI true symmetry labels of the
vibrational normal modes in cis-bent C2v acetylene.

Figure 1.9: Pictures of the nuclear displacements in the vibrational normal modes of
linear acetylene. The bends have perpendicular components of different true symme-

tries.

be out of the ab plane, or might not be. The equivalence of the b and c axes is the

primary source of the difficulties in understanding linear molecules. Both the cis bend

and the trans bend have one component with positive and one component with negative

parity.

As previously, the other symmetry components of the normal modes can be deduced from

pictures of the displacements, shown in Figure 1.9. Using the properties of (ab)(12)*,

and visualizing the point group equivalent operation i (see table 1.5), allows assignment

of the remaining symmetry components.

The symmetry assignments we’ve discussed so far will assist in identifying transitions
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and interactions that are allowed or forbidden, but they will not provide information

about vibrational propensity rules. Strict selection rules and propensity rules will both

play a particularly important role in double resonance schemes that involve large ge-

ometry changes. Our research group, for example, has used trans-bent acetylene as an

intermediate in a Stimulated Emission Pumping (SEP) scheme to reach highly excited

vibrational bands of electronic ground state acetylene, S0 acetylene. Vibrational factors

of the transition matrix elements are the most important consideration in determining

the specific intermediate states that can be best used to access the desired final state

in such a scheme. An examination of the differences in equilibrium geometry and the

normal mode motions that would cause such a displacement can very easily produce

predictions of which modes will be Franck-Condon active.

1.3.7 Electronic Wavefunction Symmetry

The electronic wavefunction of a molecule can be approximated as a product of individual

orbital wavefunctions,

ψe = φ1φ2φ3φ4... (1.38)

The symmetry of the electronic wave function is a direct product of the symmetries of

one-electron wavefunctions,

Γe(ψe) =
∏
n

(Γn(φn)) . (1.39)

Walsh diagrams are qualitative pictures that show the energies and symmetries of molec-

ular orbitals as a function of some internal coordinate, usually the angle of a bend [36].

The diagrams are built using qualitative arguments based on how atomic orbital overlap

is either optimized or strained based on the locations of the atoms and which types

of molecular orbitals are involved in the bonding. Buenker and Peyerimhoff ([3]) per-

formed an ab initio study of Walsh’s rules, including H2A2 molecules. Figure 1.10 is a

qualitative simplification of a Walsh diagram published in that study, with the addition

of the true symmetry CNPI labels applying to each molecular orbital in the cis- and

trans-bent configurations. The two lowest-energy inner-shell orbitals are not shown in

the diagram, so linear acetylene is treated as having filled orbitals up through the 1πu

orbitals shown. The symmetry elements of the one electron wavefunctions φi multiply

very simply, A ⊗ A = S ⊗ S = S, A ⊗ S = A, and (+) ⊗ (+) = (−) ⊗ (−) = (+),
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Figure 1.10: The Walsh diagram connecting linear acetylene with cis- and trans-
bent acetylene. This is a qualitative diagram, based on a similar picture published by
Buenker and Peyerimhoff [3]. The y-axis in this diagram is the orbital binding energy,
which can assist in reasoning out why a particular electronic state takes on its geometry

at equilibrium.

(−)⊗ (+) = (−). So, for example, Sa+⊗Ss− = Sa−. Any electronic state with known

molecular orbital contribution’s symmetry can then be easily calculated.

1.3.8 Rotational Wavefunction Symmetry

Near prolate asymmetric tops all share a rotational energy level pattern, with the details

being determined by the particular molecular properties. In all such cases, the energy

levels arrange themselves in stacks according to the value of Ka. Within the Ka = 0

stack, there is one level per J value (where Ka = 0,Kc = J). In all other K stacks,

there are two rotational levels per J , again with Ka defined by the stack, and Kc equal

to J − Ka and J − Ka + 1. The level (of the two with the same J,Ka) that has the

higher Kc value lies lower in energy.

The rotational wavefunctions are defined in terms of the Euler angles, which relate the

laboratory-oriented (X,Y, Z) axis system to the body-fixed (x, y, z) axis system [29].

Symmetry group operations will change the Euler angles of the molecule, and therefore

45



CNPI-MS E (ab)(12) E∗ (ab)(12)*

Equivalent Rotation R0 Rπc Rπc R0

D∞h G8 C2h CNPI E Cc2 σab i

Σ+
g A′1 A′′1 Ag Ss+ Aa+ 1 1 1 1 Jc

Σ−u A′2 A′′2 Au Ss− Aa− 1 1 -1 -1 Γ∗ c
Σ−g B′1 B′′1 Bg Sa− As− 1 -1 -1 1 Ja Jb
Σ+
u B′2 B′′2 Bu Sa+ As+ 1 -1 1 -1 a b

Table 1.3: The Molecular Symmetry subgroup of the full CNPI group G8 (CNPI-MS)
for the trans-bent configuration of acetylene, shown earlier as Table 1.2, is reprinted
here for ease of reference. The first three columns correspond to labels of rigid point
groups. The fourth column contains the true symmetry labels. The equivalent rotations,
relevant to the rotational wavefunctions in particular, which transform the Euler angles

in the same way as the associated true symmetry operation, are included.

the rotational wavefunctions. Fortunately, every symmetry operation will produce a

change in the Euler angles that is equivalent to a rotation about one of the inertial

axes. These ”Equivalent Rotations” are included in the Molecular Symmetry group

tables we’ll see in this section. By examining the effect of an equivalent rotation on the

molecule, in particular the even or odd character of the Kα value associated with the axis

of equivalent rotation to the symmetry operation in question, the symmetry properties

of the rotational wavefunctions can be deduced. If the b axis is the equivalent rotation

axis that defines the symmetry properties, just note that the even/odd character of

rotation about any inertial axis is the product of the characters of the other two axes,

for example if Ka is odd and Kc is odd, the wavefunction will transform in operations

with equivalent rotation about the b axis as though Kb were even.

The parity of a wavefunction is defined by its response to the parity operator E∗. In the

case of trans-bent acetylene, the parity operator has equivalent rotation Rπc . We can

attach the parity label, (+/−), to the wavefunction based on the value of Kc, (+) for

even and (−) for odd. As seen in the MS table, there are only two possible permutation

symmetries to assign to a level, either Ss and Aa, or Sa and As (recall that the lables

we’re using are labels from the full G8 CNPI group, and the MS group has half as

many elements, so two labels from the CNPI group apply to every MS symmetry). The

equivalent rotation for the operation that permutes the carbons and hydrogens, (ab)(12),

is again Rπc . The symmetry labels for permutation can also be assigned using Kc: Ss
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CNPI-MS E (ab)(12) E∗ (ab)(12)*

Equivalent Rotation R0 Rπb Rπc Rπa
D∞h G8 C2v CNPI E Cb2 σab σbc
Σ+
g A′1 A′′1 A1 Ss+ Aa+ 1 1 1 1 b

Σ−u A′2 A′′2 A2 Ss− Aa− 1 1 -1 -1 Γ∗ Jb
Σ−g B′1 B′′1 B1 Sa− As− 1 -1 -1 1 c Ja
Σ+
u B′2 B′′2 B2 Sa+ As+ 1 -1 1 -1 a Jc

Table 1.4: The Molecular Symmetry subgroup of the full G8 CNPI symmetry group
for cis-bent acetylene. The CNPI-MS operations for cis- and trans-bent acetylene are
the same, but the MS groups are different, as the operations correlate to equivalent

rotations about different inertial axes.

and Aa for even Kc and Sa and As for odd. Because both symmetry labels are attached

using the same equivalent rotation, only 4 of the 8 possible symmetry labels appear in

the rotational levels of trans acetylene: Ss−, Aa−, Sa+, and As+ do not appear.

The cis-bent arrangement of acetylene has different rotational symmetry properties than

the trans-bent. The parity labels are the same as in trans acetylene, as the equivalent

rotation of the parity operator E∗ is once again a rotation around the c inertial axis.

The parity labels for cis acetylene are then (-) for odd Kc and (+) for even Kc. The

Ka = 0 stack has alternating parity for alternating values of J , beginning with (+)

parity for J = 0. The other K stacks all have two levels for each J,Ka pair, with one of

the pair having (+) parity and the other (-). The lower level of the lowest J of each K

stack (where J = Ka) has (-) parity, the higher (+). This pattern alternates with each

J in the stack, identically as for the trans-bent case.

The permutation operation (ab)(12), however, does not correlate to a rotation around the

c inertial axis, but instead around the b axis. The permutation labels of the rotational

wavefunctions, then, are assigned according to the even or odd character of Kb, or

rather whether Ka and Kc are both even/odd together or opposite. In the Ka-even

stacks, the Ss and Aa states are the states of (+) parity. In the Ka-odd stacks, the Ss

and Aa states are the states of (−) parity, and the As and Sa states are of (+) parity.

When the equivalent rotations of the two relevant symmetry operations are associated

with different inertial axes, it means that both combinations of permutation and parity

symmetries are present in cis acetylene, meaning states of all 8 CNPI symmetries exist.
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CNPI-MS E (ab)(12) E∗ (ab)(12)*

D∞h G8 CNPI E C2 σab i

Σ+
g A′1 A′′1 Ss+ Aa+ 1 1 1 1

Σ−u A′2 A′′2 Ss− Aa− 1 1 -1 -1 Γ∗

Σ−g B′1 B′′1 Sa− As− 1 -1 -1 1 Ja
Σ+
u B′2 B′′2 Sa+ As+ 1 -1 1 -1

Table 1.5: The Molecular Symmetry subgroup of the full G8 CNPI symmetry group
for linear acetylene. Jb and Jc belong to the Πg symmetry group, not shown in the

table.

The primary result in the spectrum is essentially the loss of g/u symmetry, which is to

say that half the vibrational levels are not inaccessible by one/two photon experiments.

Finally, we consider the rotational symmetry of linear acetylene. Linear acetylene is a

more complicated case. The rotational wavefunctions are defined in general in terms of

3 Euler angles, however the orientation of linear molecules is defined by only 2 angles.

For a full discussion of how the loss of one Euler angle complicates the analysis of linear

molecules’ symmetry properties, see the discussion by Bunker and Jensen [29].

Linear molecules are not asymmetric rotors, so our picture of the energy levels will not

exactly apply. However, linear molecules can accumulate angular momentum around

the a axis, and there will be some properties analogous to a near-prolate rotor. There

are two sources of such angular momentum with which we are concerned: vibrational

and electronic angular momentum. Degenerate vibrations can accumulate angular mo-

mentum about the molecular axis. The angular momentum of vibration νi, denoted li,

can take on values li = vi, vi − 2, vi − 4, ... 1 or 0. Total vibrational quantum number l

is then

l =

∣∣∣∣∣∑
i

(±li)

∣∣∣∣∣ , (1.40)

where the ± indicates whether the angular momentum associated with different vibra-

tional modes adds constructively (in the same direction along the a axis) or destructively.

Linear molecules can also have electronic angular momentum, denoted Λ. This angular

momentum originates from the rotation of electrons about the molecular axis. The total

vibronic angular momentum

K = |±Λ± l| (1.41)
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is the sum of these two types of momenta, and will form similar patterns to Ka in

the asymmetric rotor case. The rotational states of the linear molecule are organized

according to K, and states with K = 0, 1, 2... are labeled Σ,Π,∆, ....

An important difference between linear molecules organized by value of K and asym-

metric rotors is the existence of Σ+ and Σ− states, so the K = 0 stack can have two

different symmetry patterns. Another difference is that, due to the restricted possible

values of the li, only states of even or odd K can appear in a single vibrational state,

dependent upon the values of vi and Λ. For a totally symmetric vibronic state, the

rotational levels are organized very much like those of the asymmetric rotor, other than

the differences mentioned, including the two levels per J,K set in all levels with K 6= 0.

In all stacks except the l = 0 Σ+, the lowest energy level is Sa−/As−. The symmetry

levels then alternate with J in the Σ− stack with Ss+/Aa+, and in the K 6= 0 stacks

these two symmetry groups exist in each J,K and their energy order alternates with J .

In the ”extra” Σ+ stack, the symmetry labels are the opposite of those in the Σ− stack.

1.3.9 Selection Rules

Now that we’ve established the symmetry properties of the rovibronic states of acetylene,

we can apply those rules (along with others) to obtain selection rules for allowed electric

dipole transitions in acetylene.

The rigorous selection rules that apply to rigid rotors will of course still apply to acety-

lene. For an electric dipole transition, ∆J = 0,±1; J = 0 = J = 0 (If we are neglecting

nuclear spin, otherwise thse selection rules apply to F , not J). The allowed change of

projections of J , ∆Ki, are determined by the direction in which the transition dipole is

oriented in relation to the inertial axes of the molecule. If the transition dipole is in the

a direction, ∆Ka = 0,±2, ... and ∆Kc = ±1,±3, ... If the transition dipole lies in the b

direction, ∆Ka = ±1,±3, ... and ∆Kc = ±1,±3, .... If the transition dipole is in the c

direction, ∆Ka = ±1,±3, ... and ∆Kc = 0,±2, ....

Next, we note that the electric dipole operator, Γ∗, belongs in every case to the CNPI

symmetry Ss−. As the integrand of the transition matrix element 〈Ψ′m|µ|Ψ′′n〉 must be

totally symmetric to be non-zero, the initial and final state must be of opposite parity
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but identical nuclear permutation symmetry,

Ss↔ Ss, Sa↔ Sa, Sa↔ Sa, Aa↔ Aa (1.42)

and

+↔ −. (1.43)

Of course, for the case of perturbations, the direct product of the interacting states’

symmetries must contain the totally symmetric symmetry, Ss+, for the perturbation to

be allowed.

1.3.10 Additional Selection Rules Due to Factoring the Wavefunction

Further restrictions on transitions are introduced via approximations. In essence these

rules are in fact propensity rules, but may be strong enough, depending on the validity

of the approximations used, to make technically allowed transitions weak enough to be

unobserved.

The electric dipole operator transforms as the representation of the Molecular Symmetry

group that has character +1 under permutations and character -1 under all inversions,

including permutation-inversions. This can be seen in the MS group tables, for instance

Table 1.2, where the electric dipole operator Γ∗ belongs to such a representation. In

order to factor the total wavefunction, we express the electric dipole operator expressed

in the laboratory frame µA as a sum of molecular electric dipole components along the

molecule-fixed (x, y, z) axes and a sum of components along the space-fixed (ξ, η, ζ) axes

[29]. These two axis systems are rotations of each other, both being centered at the

nuclear (not molecular) center of mass. For ease of determining the selection rules that

involve angular momenta, rather than using a simple sum of the orthogonal Cartesian

coordinates, we will use space-fixed components

µ(1,±1)
s =

∓µξ + iµη√
2

µ(1,0)
s = µζ

(1.44)
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and molecule-fixed components

µ(1,±1)
m =

∓µx + iµy√
2

µ(1,0)
m = µz.

(1.45)

As these two axis systems are simple rotations of each other, they can be inter-converted,

µ(1,σ)
s =

1∑
σ′=−1

[
D

(1)
σσ′(φ, θ, χ)

]∗
µ(1,σ′)
m , (1.46)

where D
(1)
σσ′ is a spherical tensor dependent on the Euler angles φ, θ, and χ.

In terms of the space-fixed electric dipole operator µA, the line strength is defined as

S(f ← i) =
∑

Φ′int,Φ
′′
int

∑
A=X,Y,Z

∣∣ 〈Φ′int∣∣µA∣∣Φ′′int〉∣∣2 , (1.47)

where the Φint are the internal wavefunctions of the initial and final states. In terms of

our new space-fixed axis system, this becomes

S(f ← i) =
∑

Φ′int,Φ
′′
int

1∑
σ=−1

∣∣∣ 〈Φ′int∣∣µ(1,σ)
s

∣∣Φ′′int〉∣∣∣2 . (1.48)

The line being examined will only have intensity if the matrix element above is not equal

to zero. This rule on the matrix element can be rewritten using separable wavefunctions

as 〈
Φ′nspinΦ′rotΦ

′
vibΦ

(e′,S′,m′s)
elec

∣∣∣µ(1,σ)
s

∣∣∣Φ′′nspinΦ′′rotΦ
′′
vibΦ

(e′′,S′′,m′′s )
elec

〉
6= 0 (1.49)

The dipole moment operator does not act on the nuclear spin wavefunctions, so we can

separate those parts of the internal wavefunctions

〈
Φ′nspin

∣∣Φ′′nspin〉 〈Φ′rotΦ
′
vibΦ

(e′,S′,m′s)
elec

∣∣∣µ(1,σ)
s

∣∣∣Φ′′rotΦ′′vibΦ(e′′,S′′,m′′s )
elec

〉
6= 0. (1.50)

Pulling the first term out from the integral immediately yields an additional selection

rule on the transitions,

∆I = 0. (1.51)

We use equation 1.46 to convert the space-fixed matrix element to a body-fixed element.

Once again, we separate the parts of the matrix element that don’t interact, in this
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case the rotational parts of the wavefunction, which depend on the Euler angles, can be

separated from the parts that depend on the vibronic coordinates,

〈
Φ′nspin

∣∣Φ′′nspin〉 1∑
σ=−1

〈
Φ′rot

∣∣D(1)∗
σσ′

∣∣Φ′′rot〉
×
〈

Φ′vibΦ
(e′,S′,m′s)
elec

∣∣∣µ(1,σ′)
m

∣∣∣Φ′′vibΦ(e′′,S′′,m′′s )
elec

〉
6= 0.

(1.52)

The rotational part of this equation can be simplified, by first recognizing that each

rotational wavefunction Φrot is a linear combination of symmetric top wavefunctions,

Φrot =

N∑
k=−N

c
(N)
k |N, k,m〉 , (1.53)

and using an expression involving 3j symbols, such as those found in Zare [37]. The

details of using the 3j symbols will be left to the reader, but the rotational wavefunction

matrix element will be found to be proportional to a 3j-symbol which involves the

rotational quantum number N , where N = J − S, the molecule-fixed projection of N ,

k, and summed over the coordinates we defined earlier, using index σ,

〈
Φ′rot

∣∣D(1)∗
σσ′

∣∣Φ′′rot〉 ∝ 1∑
σ′=−1

 N ′′ 1 N ′

k′′ σ’ −k′

 . (1.54)

From the properties of 3j-symbols, we can deduce another selection rule enforced on the

rotational quantum number N ,

∆N = 0,±1; N ′ +N ′′ ≥ 1. (1.55)

Only two terms from the original factored wavefunction remain. We factor out the

vibrational parts,

〈
Φ′vibΦ

(e′,S′,m′S)

elec

∣∣∣µ(1,σ′)
m

∣∣∣Φ′′vibΦ(e′′,S′′,m′′S)

elec

〉
=
〈
Φ′vib

∣∣µ(1,σ′)
m (e′, e′′)

∣∣Φ′′vib〉 , (1.56)

where the inner operator term may be expressed as an integral

µ(1,σ′)
m (e′, e′′) =

〈
Φ

(e′,S′,m′S)

elec

∣∣∣µ(1,σ′)
m

∣∣∣Φ(e′′,S′′,m′′S)

elec

〉
. (1.57)

This inner integral depends upon the nuclear coordinates, so this is not a true separation
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of the vibrational and electronic coordinates. From the assumption that the operators

Ŝ
2

and ŜZ commute with the the dipole operator µ
(1,σ′)
m , we obtain another selection

rule,

∆S = 0. (1.58)

Examining the vibrational and electronic portion of the wavefunction more closely, we

can find a few more rules. It’s clear from symmetry rules that

Γ′vib ⊗ Γ′′vib ⊗ Γ′elec ⊗ Γ′′elec ⊃ Γ
(
µ(1,σ′)
m

)
. (1.59)

The three operators µ
(1,σ′)
m do not necessarily transform as irreducible representations of

the Molecular Symmetry group, but the three Cartesian components µα do. Recognizing

that, in the MS group, the µα belongs to the same representation as a translation, Tα,

we write

Γ′vib ⊗ Γ′′vib ⊗ Γ′elec ⊗ Γ′′elec ⊃ Γ(Tα), (1.60)

where α is one of the molecule fixed Cartesian coordinates, x, y, z.

Further, we can express the inner integral, µα(e′, e′′) (the body-fixed axis version of the

µ
(1,σ′)
m (e, e′′) above), as a Taylor series expansion in the normal coordinates of one of the

two electronic states, with terms

µα(e′, e′′) = µ(0)
α +

∑
r

µ(r)
α (e′, e′′)Qr + ... (1.61)

If we truncate this expansion after the first term, the inner integral of the vibrational and

electronic matrix elements becomes a constant and can be pulled outside the integral,

leaving selection rules

Γ′vib = Γ′′vib (1.62)

and, in the case of two different electronic states,

Γ′elec ⊗ Γ′′elec ⊃ Γ(µα) = Γ(Tα). (1.63)

These are the weakest selection rules we’ve discussed so far, as they arose from merely

using what is usually the most important term in a Taylor expansion, rather than more

physical reasoning.
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We will now look at some specific cases from the S1 ← S0 transition in acetylene. We’ll

start with the electronic transition: the trans-bent S1 state is formed by promoting one

electron from the valence πu orbital to the higher-lying ag orbital, leaving an electronic

symmetry of Ss−, Aa−. The ground linear state of acetylene has all orbitals full, and

therefore has symmetry Ss+, Aa+. The electric dipole operator belongs to the repre-

sentation that has character (-1) under the inversion operation, E∗, and character (+1)

under permutation. We find

[Ss+⊕Aa+]⊗ Ss− = [Ss+⊕Aa−], (1.64)

which indicates that this electronic transition is allowed.

The first excited singlet state of acetylene also supports a cis-bent configuration. In that

geometry, the higher lying electron is in a Ss−, Aa−, a2 orbtial, and the electronic state

transforms as Sa−, As−. We find

Γ(S0)⊗ Γ(S1,cis) 6⊃ Γ∗, (1.65)

so this electronic transition is forbidden. Certain lines within this electronic state can

be weakly observed, either due to the assumptions we made in defining these selection

rules being invalid or due to interactions with other states.

1.3.11 Effects that Invalidate Selection Rules

There are some additional effects that we haven’t specifically considered which can cause

selection rules to be broken. If the equilibrium geometries of the two electronic states

involved in the transition, Φ′elec and Φ′′elec, are different, then the molecular axes (x, y, z)

may be oriented differently in the two states. This is because the Euler angles that

describe the orientation of the molecule-fixed axes depend not only on the instanta-

neous nuclear positions, but also on the equilibrium positions. This effect is called axis

switching [38]. In essence, we must choose one equilibrium state to apply the Eckart

conditions to in order to define a single unifying set of molecular axes (x, y, z). The

primary result is that the definition of the quantum or near-quantum numbers K, Ka,

and Kc is different for the two states, which relaxes the selection rules on K.
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Additionally, Coriolis coupling can mix states of different K. The asymmetric top rota-

tional Hamiltonian can be simplified to

Hrot = A(Ja −Ga)2 +B(Jb −Gb)2 + (Jc −Gc)2, (1.66)

where A, B, and C are the usual rotational constants, J is the total angular momentum,

and G is the vibrational angular momentum [5]. Multiplying out the squares,

Hrot =AJ2
a +BJ2

b + CJ2
c − 2AJaGa

−2BJbGb − 2CJcGc +AG2
a +BG2

b + CG2
c ,

(1.67)

where the Coriolis coupling terms are those that involve the JαGα terms. These terms

allow mixing of angular momentum due to degenerate vibrational motions with angular

momentum from rotation, allowing some bands that are usually considered forbidden to

appear in a spectrum, including some Σ−Σ and Π−Π bands observed by Ingold, King,

and Innes.

The astute reader, or more likely the reader who is familiar with the work of the Field

research group, may have noticed the lack of an important isomeric form of acetylene

in these discussions, that of the CCH2 form, vinylidene. This is not the only isomer

that has not been discussed, as there are of course non-planar geometries possible (and

observed, Reference 39, for instance), but it is an isomer that has received considerable

theoretical and experimental attention, particularly in the electronic ground S0 state of

acetylene [40–45].

The excited S1 state is also predicted to have a minimum in the vinylidene conformation,

and in fact this arrangment has been predicted to be the global minimum of the surface

[13]. Treating transitions to vinylidene using rigid point groups is even more problematic

than other isomeric forms, because the transition to vinylidene involves the breaking

and forming of chemical bonds. CNPI symmetry can, of course, be used to understand

transitions between vinylidene and other isomeric forms. The analysis is not carried

out in this thesis, because the experiments described herein have not observed any

evidence of S1 vinylidene. Lundberg does carry out the CNPI analysis for vinylidene as

well as multiple distinct non-planar geometries, and the interested reader is directed to

Reference 32.
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1.4 Further Advances in the Study of Acetylene, Roughly

1980-2010

After the (significant) diversion into the group theoretical mechanisms required to un-

derstand molecules that are not locked to a rigid point group, we return to examining

the history of advances in the study of acetylene. Ingold and King, and Innes, presented

particularly ground-breaking studies for chemical physics generally. The advances dis-

cussed through the rest of the chapter will not be presented in quite the same amount

of detail.

1.4.1 Watson’s Analyses of the UV Spectrum of Acetylene

The set of papers on the bands of acetylene by Watson and others is a great resource

on the vibrational and rotational structure of acetylene [4, 8, 46]. There’s a relevant

discussion of the energy levels in both the upper and lower electronic states, as well as

some very useful information on the dependence of energy levels on J . We have of course

already looked at these topics in some detail in this chapter, but for a quick reference

and somewhat more accessible take on selection rules in acetylene, these papers are

unmatched.

Of particular interest to us are the advances in understanding attributed to this series

of papers. The longer-wavelength regions of the S1 ← S0 were already quite well un-

derstood by the time of these publications. In fact, virtually complete assignments are

tabulated up to 45,500 cm-1, with some transitions assigned up to 48,000 cm-1. The

origin band is assigned near 42,200 cm-1. A total of well over 200 vibrational bands are

assigned in this series, nearly all of which assignments have been verified in the years

since.

1.4.2 Advances in the Study of Acetylene, 1990s Through 2000s

In the years following Watson’s series of papers, many different research groups con-

tributed various techniques and analyses to the study of S1 acetylene. Utz and Tobiason

performed the first IR-UV double resonance Laser Induced Fluorescence experiments on

the S1 state of acetylene [9]. Using the molecular point group paradigm, both linear S0
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Figure 1.11: Branches of two bands in the S1 ← S0 transition of acetylene, as recorded
by Watson. K in this figure has the meaning that has been used in this thesis, namely
angular momentum along the a axis in the upper state, and the quantum number l,
the vibrational angular momentum, in the lower electronic state. The notation V refers
to the bending vibrations, ν4 in the lower state and ν3 in the upper state. Figure

reproduced from Reference 4, with permission from Elsevier.

and trans-bent S1 acetylene possess gerade/ungerade inversion symmetry. A photon can

only connect two states of opposite g/u symmetry (assuming an electric dipole transi-

tion). As long as this symmetry is relevant in the upper electronic state, a particular

experiment only has hope of accessing half of the vibrational manifold. IR-UV double

resonance experiments are now considered to be an essential part of the study of S1

acetylene, both because of the access to alternate symmetry states, but also because of

the ability to tune the Franck-Condon factors to maximize the transition intensity into

the desired state.

Utz and Tobiason used the 3ν ′′3 state as an intermediate in their IR-UV experiments.

The ν ′′3 vibration is the asymmetric C-H stretch, and is of ungerade symmetry. Since

the S1 trans well is also of ungerade symmetry, vibrational states that are of ungerade

symmetry are accessible by this method, and transitions to such states are forbidden

from the ground state. Utz and Tobiason observed the fundamental levels of both the

ν ′4 and ν ′6 vibrations. Even with only one quantum observed, it was clear that these
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Figure 1.12: A cartoon representation of all experiments needed to fully characterize
a vibrational level of the acetylene trans-bent S1 electronic state. On the left, examples
of the two types of experiments required to characterize gerade vibrations upstairs
are depicted. In order to fully understand modes 4 and 6, the Darling-Dennison and
Coriolis couplings must be separated, so three values of K must be observed. Hot-
band transitions from ν′′4 have access to K = 0, 2, so between hot and cold band single
photon transitions, all gerade vibrations can be understood. The situation is similar
for ungerade vibrations, but an addition photon is needed (no hot bands from ungerade
vibrational levels downstairs have been observed). Figure reproduced from Reference

5, with permission from AIP.

two modes are heavily mixed. The importance of Coriolis mixing between ν4 and ν6

was recognized, and this is still accepted as one of the two most important resonances

in the S1 state of acetylene. The other important resonance, Darling-Dennison, which

was recognized some time later by Merer (see Reference 5), mixes states by trading two

quanta of energy between modes 4 and 6, so Utz and Tobiason’s experiment, which only

observed states with one quantum of bend, was blind to this important resonance.

Yamanouchi performed Dispersed Fluorescence (DF) experiments from S1 acetylene [47].

He observed combination bands that included ν ′4 and ν ′6, and recognized that such bands

could be explained on the basis of the same Coriolis resonance between modes 4 and 6

that Utz and Tobiason described. Yamanouchi was also responsible for the application

of polyad analysis to S1 acetylene, with the only modes involved in important enough

resonances to be destroyed being modes 4 and 6, and the new polyad quantum number

B = v4 + v6. The polyad analysis is vital in understanding both S0 and S1 acetylene.
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1.5 Confirmation of the Existence of Cis-bent S1 Acety-

lene

The S1 potential energy surface of acetylene is most commonly observed to exhibit a

trans-bent geometry. It can be predicted using Walsh’s rules that there should also

be relatively low-lying cis states on the S1 surface as well [36]. Calculations of the

geometries and energies of several low-lying cis states were calculated by So [48]. Some

years later, Stanton performed calculations on many properties of the acetylene S1 state

[13]. Not only was it predicted that this electronic state has stable wells at both cis and

trans geometries, but the global minimum is calculated to be of the vinylidene structure,

CCH2.

It wasn’t until well over a decade later that definitive experimental evidence of the cis-

bent structure of S1 acetylene was observed. The vibrational manifold was essentially

completely explained up to energies ∼4200 cm-1 above the S1 trans zero-point level.

However, as Merer and Baraban report, there were a small number of vibrational levels

observed that do not fit into the trans structure’s vibrational states [11]. These states

were assigned to cis-bent S1 vibrational states.

Many different evidences combine in the case of the vibrational level that is the main

subject of Merer and Baraban’s analysis, the level at 46,174 cm-1, as well as several

other cis states that have also been observed, to demonstrate that they are not localized

in the trans vibrational well [49].

First among the evidence cited to demonstrate that the 46,174 cm-1 level is of cis geom-

etry is the isotope shift of the vibrational level upon isotopic substitution. Certain lines

of H13C12CH are observable in the spectrum in natural abundance, and the spectrum

of 13C2H2 was recorded to determine the mode-dependent isotope shifts [50]. The shifts

between 12C, the mixed isotopomer, and 13C variations are found to be ∼ -3 and -6 cm-1.

Given the energy of the probed state (4000 cm-1 above the trans zero-point level), no

combination of vibration-dependent isotope shifts can be so small for this level. How-

ever, the cis well is several thousand wavenumbers above the trans well, and such small

isotope shifts are expected.

Vibrational selection rules also differ between the cis and trans wells. The easiest

way to rationalize this difference is that the cis structure does not possess point group
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inversion symmetry, and cannot be classed as gerade or ungerade. The K selection rule

(K ′− l′′ = ±1) is still good (in the absence of effects that mix K), but the limitation of

a particular experiment to only reach vibrations of gerade gerade symmetry is no longer

valid.

Lifetime studies further confirm the identity of this cis vibrational level. The lifetime

of most nearby trans levels is around 300 ns. The state in question has a lifetime of

at least 2 µs. One-photon transitions between the cis well and the ground state are

electronically forbidden, so the radiative lifetime of cis levels is expected to be much

longer than trans. The possibility exists that the lifetime is extended by interactions

with nearby triplet levels, but Zeeman experiments demonstrated no evidence that this

is the case.

Progress beyond this point in the study of S1 acetylene encounters several difficulties

that have made securing additional vibrational assignments difficult. There are two

problems in particular that have been the most devastating to this effort. The first is

theoretical: the model used to understand this electronic state of acetylene is designed

to understand the trans well, and does not directly account for the presence of cis-

bent states. This is fine as long as the two wells is a valid picture of the state, but

at energies approaching and above the isomerization barrier, this model will not even

approximately reproduce the locations of the energy levels. The second problem, and

the one that the remainder of this thesis is focused on solving, is predissociation: the

lifetime of S1 states in the vicinity of the isomerization barrier becomes very short, due

to tunneling through a barrier onto a dissociative surface [47]. Several techniques have

been used to attempt to bypass this limitation, including H-atom REMPI [51, 52], H-

atom fluorescence spectroscopy [6], and, the technique that dominates the remainder of

this thesis, Photofragment Fluorescence Action Spectroscopy, or PFAS.
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Chapter 2

Development and Analysis of

Photofragment Fluorescence

Action Spectroscopy (PFAS)

The work described in this chapter has been published previously [6, 7]. This chapter

emphasizes the work that I did in the initial paper, extensions to the experiment con-

ducted by me after this work was published, and the analysis required to understand

the work presented later in this thesis.

2.1 Introduction

As discussed previously in Section 1.2, the first excited singlet state of acetylene, the S1

state, is trans-bent, rather than linear, at equilibrium [1, 16–19]. The S1 state potential

energy surface has a secondary minimum at a cis-bent structure (as well as a predicted

minimum at the C2H2 vinylidene geometry [13]). Group theory arguments indicate,

however, that transitions from the ground S0 state to the cis-bent conformer of the S1

state are electronically forbidden. Levels in the cis well can interact with and borrow

transition intensity from nearby (in energy) levels in the trans well. Our research group

(building on the work of others, including Ingold and King) has published essentially

complete assignments of all vibrational levels localized in the trans well up to an energy

of 4500 cm−1 above the zero-point level [4, 5, 8, 9, 46, 47, 49, 50, 53–57].
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At energies higher than 4500 cm−1 above the trans zero-point level, we have encountered

both difficulty in assigning the spectrum, as well as experimental difficulties in recording

spectra. The interactions between the trans and cis wells distort the pattern of the

energy levels in the energetic vicinity of the isomerization transition state. Our fit model,

based on polyads [10], is used primarily in the trans well and does not explicitly account

for the presence of the cis well. Levels near and above the barrier to isomerization

(calculated to lie at about 5000 cm−1 above the trans zero-point level) are not accurately

predicted by the model.

A major contributor to the difficulties of the experiment, the predissociation threshold

of acetylene, lies about 1000 cm−1 below the top of the isomerization barrier [58]. The

method our group has used to study acetylene has been primarily Laser Induced Fluo-

rescence (LIF). In LIF, the signal is generated by the laser-excited molecules relaxing by

fluorescence back down to the S0 state, releasing photons, which are collected by a pho-

tomultiplier tube. The signal collected depends upon the fluorescence quantum yield,

kf
(kf+knr)

, where kf is the radiatiave decay rate and knr is the non-radiative decay rate.

As the energy of the excited state increases, the predissociation rate becomes faster, and

fewer molecules survive long enough to relax back down to the ground state. One saving

grace of acetylene that has allowed our group to progress to the level that we have is

that the predissociation onset is slow, occuring over the span of hundreds of cm-1. As

a result, many states above the predissociation threshold are observable via LIF [12].

However, once levels above 5000 cm−1 are reached, only about half of the predicted

levels are observable by LIF. The combination of the low fluoresence quantum yield and

the incomplete nature of our polyad model in the near-barrier region has made finding

secure assignments for levels in this energy region challenging.

This chapter focuses on a new detection technique that bypasses the fast predissocia-

tion rate that plagues LIF measurements, or at least to extend the frequency range in

which useful experimental results can be obtained. This method is called Photofragment

Fluorescence Action Spectroscopy (PFAS), offers a higher signal-to-noise ratio than tra-

ditional LIF, and is not appreciably more difficult to implement, as it requires only one

tunable laser, unlike other strategies such as H-atom fluorescence [6] or Resonance En-

hanced Multi-Photon Ionization (REMPI) [52] that could also be used to collect signal

from predissociated levels of acetylene. More complicated experimental setups are not

incompatible with PFAS, however, and in fact we performed IR-UV double resonance
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with the PFAS detection technique, but unlike the other techniques listed here, the use

of a probe laser is not required.

2.2 Experimental Details

Several different experiments will be described in this section. First, a few different

methods of performing PFAS spectroscopy will be discussed. In order to better un-

derstand the fluorescence signal, our research group performed experiments focused on

studying the photofragment fluorescence itself. Dispersed fluorescence spectroscopy was

performed on the radiation emitted from the acetylene photofragments, using a room

temperature flowing gas cell of acetylene. Additional experiments were also done in a

cold molecular beam, which complemented the dispersed fluorescence studies in gain-

ing an understanding of the PFAS detection process. The experiments related to both

efforts are also described in this section.

2.2.1 PFAS Experiments

The PFAS experiment is conducted in a high-vacuum chamber, pumped by a diffusion

pump (Varian, VHS-6), which reaches an ultimate pressure without gas load of 10−6 torr,

increasing to 5×10−5 under gas load. An unskimmed molecular beam of neat acetylene

is expanded through a pulsed valve (General Valve, Series 9, orifice diameter=1.0 mm)

with 1 atm of backing pressure.

The laser beams used in the initial IR-UV double resonance PFAS experiments were

produced by two tunable dye lasers, a Lambda Physik FL3002E and a Lambda Physik

FL2002. These lasers were pumped by the third and second harmonics of a Q-switched,

injection-seeded Nd:YAG laser (Spectra Physics, Pro-270) operating at 20 Hz. Nonlinear

processes, dependent upon the required wavelength, are applied to the output of the dye

laser, as described below.

The PFAS technique is based on single-color, multi-photon photodissociaton of acety-

lene. This photodissociation is resonance-enhanced at the 1-photon level by a rotation-

ally resolved Ã-X̃ transition. In order to facilitate the multi-photon dissociation, the

UV excitaiton beam is focused (f =70 cm) before entering the experimental apparatus.
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Figure 2.1: Level Diagram (energy axis is not drawn to scale) for the photofragment
fluorescence detection scheme. The IR laser simultaneously excited the J = 1 − 5 f -
symmetry rotational levels of the ground vibrational state to S0 ν

′′
3 + ν′′4 combination

level’s rotational states via Q-branch pumping. The UV laser excites to a single ro-
tational level of the S1 state, and the same UV laser supplies additional photons to
form fluorescent C2 and C2H fragments, which provide the observed PFAS signal. The
details of this process will be examined in greater detail later in this chapter. The
(relatively) long-lived fluorescence is collected by a PMT. Reproduced from Reference

6 with the permission of the AIP.

The lens is situated so the beam waist is a few centimeters away from the molecular

beam, to reduce the occurrence of unwanted multi-photon excitations into high-lying

Rydberg states of acetylene. This UV beam is produced by the FL3002E laser in the

initial experiments, using Coumarin 460 dye. The dye laser output is frequency doubled

in a β-barium borate (BBO) crystal, with a small portion of the fundamental output

of the dye laser split off and passed through a cell containing heated 130Te2 vapor for

calibration. An intracavity etalon reduces the spectral width of the dye laser output to

0.04 cm−1, with a power of approximately 350 µJ/pulse.

The IR laser beam used in the IR-UV double resonance PFAS experiments is produced by

the FL2002 dye laser. It is generated by difference frequency mixing in a LiNbO3 crystal

using the fundamental of the injection-seeded Nd:YAG laser (1064 nm) and the near IR

(740-750 nm) output of the dye laser (LDS 751 dye). The IR radiation has an energy

of approximately 1.5 mJ/pulse, a spectral width (grating limited) of 0.1 cm−1, and is

focused (f =40 cm) to a diameter that matches the diameter of the UV beam in the active
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volume of the experimental apparatus. The IR laser is tuned to simultaneously excite

acetylene into J = 1 − 5 f-symmetry rotational levels of the S0 ν3 + ν ′′4 via Q-branch

pumping. The laser beams intersect the molecular beam about 1.5 cm downstream

from the general valve orifice. Scattered light is minimized in the chamber via Brewster

windows and two pairs of irises, which act as baffles (SM1 components, Thorlabs). The

UV beam excites the vibrationally hot molecules into selected rovibrational states in

the S1 state. The same UV beam then causes photodissociation, and the resulting

fluorescence from excited C2 via the Swan band and from excited C2H are detected by a

PMT (Hamamatsu R375) at right angles to both the molecular beam path and the path

of the lasers (the IR and UV lasers are aligned as counter-propagating beams). The

signal recorded has a fluorescence lifetime of approximately 2 µs, and passes through

a longpass filter before reaching the PMT to minimize scattered UV light. The PMT

signal is passed through a voltage amplifier (Femto DHPVA-200, run at 30 dB or 20 dB

amplification, depending on conditions) and monitored on a digital oscilloscope (LeCroy,

9360). The signal is then passed to a computer for processing.

Later PFAS experiments utilized a very similar experimental setup, with the differences

all related to the dye laser radiation. In these experiments, the FL3002E etalon narrowed

dye laser was replaced with a Sirah Cobra-Stretch dual-grating dye laser, also with a

spectral width of approximately 0.04 cm−1, and also pumped using the third harmonic

of a Spectra Physics Pro-270 Nd:YAG laser.

In the PFAS experimental setup, there is a valid concern to avoid excitation via a

2-photon resonance up to highly excited Rydberg states of acetylene. Fortunately, the

linewidths of such transitions into Rydberg states are expected to be significantly broader

than those of interest to this study, due to rapid predissociation of the Rydberg states

in this energy regime [59–67]. In the experiment, the UV beam is not focused to the

minimum possible diameter, and the active volume lies a few centimeters from the

beam waist, in order to optimize the selection of one-photon-resonance-enhanced process,

rather than multi-photon dissociation. No such transitions into Rydberg states have

been observed in our experiments.

65



Figure 2.2: Spectra recorded by PFAS (plotted with the peaks pointing upward, pic-
tured in orange) and LIF (plotted with the peaks pointing downward, pictured in blue)
detection schemes. Horizontal axes represent the energy of the UV photon used in the
IR-UV double resonance experiment. The comb lines indicate rotational assignments.
(a) IR-UV double-resonance excitation spectrum of the 1121B1 K ′ = 0 band. In the S1

state of acetylene, the vibrational fundamentals ν4 and ν6 are of very nearly the same
frequency and are strongly mixed, and their distinct identities are destroyed. Instead
of attempting to separate these motions, the notation B denotes the nominal value of
v4 + v6. (b) IR-UV double-resonance spetrum of the 3251 K ′ = 2 band. This Q-branch
accidentally overlaps with the R-branch of the single resonance 31 K ′ = 1 band. An en-
ergy diagram is presented in Figure 2.3. The transitions attributed to single resonance
terminate on levels with a significantly lower term energy. These lines are of comparable
intensity in the two pictured detection schemes. However, the double resonance lines
appear with much greater intensity in the PFAS signal, due to its relative insensitivity
to predissociation. Two particularly striking examples are highlighted by the dashed

boxes. Reproduced from Reference 6 with permission of the AIP.

2.2.2 Photofragment Fluorescence Characterization Experiments

Two different types of experiments were performed to better understand the photofrag-

mentation process. The first is Dispersed Fluorescence (DF). The K = 1, J = 6,

e-symmetry levels of S1 trans 34, trans 35, and cis 3161 states were studied.

A UV excitation beam was focused through a room temperature flowing gas cell, which

was maintained at 1 Torr. A constant flow of acetylene (BOC, atomic absorption grade
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Figure 2.3: Level diagram of the IR-UV double-resonance transitions into S1 3251,
K ′ = 2, and the single-resonance transitions into S1 31, K ′ = 1 levels. Note that the
UV photon is of the same energy in both schemes. The spectrum of this overlapped
region is depicted in Figure 2.2. Reproduced from Reference 6 with the permission of

the AIP.

2.6, 99.6% purity) was input to the cell, pumped by a rotary-vane pump (Edwards,

E2M1.5). The acetylene flow rate was controlled by a needle valve.

The fluorescence was collected and imaged on the entrance slit of a monochromator (Spex

750 M, 3/4 meter) by a two-lens system (f /6). The monochromator is equipped with a

2400 grooves/mm grating blazed at 400 nm. In all experiments using the monochroma-

tor, the first order dispersed light is used. The entrance and exit slits of the monochroma-

tor were fixed at 1 mm, which corresponds to approximately 0.4 nm spectral resolution

at 600 nm. The grating was scanned during the experiment, the dispersed fluorescence

at each step collected by a photomultiplier tube (Hamamatsu, R928). The output signal

from the PMT is monitored on a digital oscilloscope (LeCroy 9310) and the data trans-

ferred to a computer for storage and processing. The fluorescence time trace at each

grating position was integrated to form the DF spectrum. The monochromator was cal-

ibrated by an iron-neon hollow cathode lamp (Starna Cells) to an accuracy of ±0.02 nm.

A 400 nm longpass filter (Thorlabs) was placed at the entrance slit of the monochromator

to prevent the UV LIF fluorescence (in second-order from the grating) from interfering

with the first-order PFAS fluorescence. The UV beam was produced using the output

of a dye laser (Sirah, Cobra-Stretch), pumped by the third harmonic of a Q-switched,

injection seeded Nd:YAG laser (Spectra Physics, PRO-270, ∼100 mJ/pulse). The dye

laser output was frequency doubled in a β-barium borate crystal (BBO) to produce the

UV radiation with pulse energy of approximately 200 µJ.
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Figure 2.4: Dispersed fluorescence spectra of photodissociation products from the
K ′ = 1, J ′ = 6, e-symmetry levels of S1 trans 35 (top trace), 34 (middle trace), and
cis 3161 (bottom trace, intensity pictured is multiplied by a factor of twenty) vibra-
tional bands. The signal intensities are scaled to account for the wavelength-dependent
sensitivity of the PMT used in the experiment. In the supersonic jet experiment (not
pictured here), four different bandpass filters are used to approximate integrating a
portion of the dispersed fluorescence at a particular wavelength range. The arrows in
the bottom panel point to four peaks that correspond to the wavelengths of the filters
chosen, which are centered at 360 nm, 430 nm, 470 nm, and 514.5 nm. Reproduced

from Reference 7, with the permission of Elsevier.

The photofragment fluorescence was also studied under cold molecular beam conditions.

The K = 1, J = 2, e-symmetry levels of the trans 34 and cis 3161 vibrational states

were studied. Guided by results from the DF experiments, 4 different bandpass filters

(FWHM=10 nm) (Thorlabs) were used in order to isolate particular portions of the DF

spectrum. The filters allow observations near 360, 430, 470, and 514 nm. A 400 nm

longpass filter was also used to collect all fluorescence with λ > 400 nm. Acetylene

LIF signals were also collected, through a UG-5 filter. The experimental apparatus is

identical to that used for the PFAS experiments described previously, using the Lambda-

Physik FL3002E dye laser to produce the UV radiation.
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The results of all of these types of experiments are relevant in understanding the work

presented in this thesis, and parts of the analysis of each experiment will be included in

the following sections.

2.3 Results

2.3.1 PFAS Spectroscopy Results

The IR-UV double-resonance spectra provide valuable information about certain S1

vibrational levels. The selection rules and important resonances of the Ã-X̃ transition of

acetylene create a situation where four separate experiments are required to have access

to a sufficient set of rovibrational states of the S1 surface to extract assignments. Several

values of K ′ need to be observed, meaning lower states with different values of vibrational

angular momentum must be utilized. Linear and trans-bent acetylene both possess

gerade/ungerade symmetry, so experiments with access to both these manifolds are

also required. Double-resonance experiments such as this allow access to vibrationally

ungerade states with K ′ = 0, 2.

The PFAS experiments yield high resolution spectra of these levels in the 46,700-47,300

cm−1 region, which is 600-1200 cm−1 above the dissociation limit. Some of these states

are much more easily observed in PFAS spectra than in traditional LIF spectra. Figure

2.2 shows a comparison for the 1121B1 band (B1 notation is used here because the

vibrational modes ν4 and ν6 are very thoroughly mixed, so levels with v4 + v6 = i are

labelled Bi). Many lines are much more prominent in the PFAS spectrum, and in fact

nearly the entire Q-branch is unobservably weak in the LIF spectrum, but clearly visible

up to Q(6) via PFAS.

In these experiments, PFAS signals are also detected below the dissociation threshold. In

the vicinity of the energy of the UV beam, there are both double resonance transitions

originating in the ν ′′3 + ν ′′4 level and single resonance transitions originating from the

ground vibrational state of the S0 surface. Level diagrams for both the double- and

single-resonance type transitions are shown in Figure 2.3. In some cases, single-resonance

and double-resonance transitions occur in the same spectral region, as is shown in part

(b) of Figure 2.2. In the absence of predissociation, Franck-Condon arguments predict
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that the double-resonance excitation pictured in the figure should be approximately an

order of magnitude stronger than the single-resonance transitions [68, 69]. The PFAS

spectrum reflects this prediction, though the intensity ratio is not quite as large as

calculated - though due to experimental limitations, the actual ratio of intensities could

be higher than pictured (this particular line saturated the oscilliscope). However, the LIF

spectrum has the relative intensities reversed from the expected result. This suggests

that PFAS signals are not strongly affected by the predissociation that reduces the

intensity of acetylene LIF spectra in this energy region. For our experimental conditions,

it would seem that the rate of S1 photodissociation is faster than the predissociation

rate, which is estimated to be approximately 1
10 ns-1 based on time-delayed H-atom

REMPI experiments [51]. The possibility that levels exist where photodissociation by

the second photon is slower than predissociation, and therefore PFAS is ineffective,

cannot be discounted, but no evidence for the existence of such states has yet been

observed. PFAS is currently our preferred detection scheme for predissociated levels of

acetylene, due to the closer correspondence with relative intensity predictions than LIF

and the ease of implementation compared to multi-laser H-atom fluorescence experiments

of H-atom REMPI experiments.

2.3.2 Photofragment Fluorescence Studies Results

The DF spectra of acetylene photodissociation products from S1 trans 34, trans 35, and

cis 3161 levels are shown in Figure 2.4. Fluorescence from 4 distinct sources is seen,

and are color coded in the figure. The bulk of the emission is centered at 470 nm,

and can be assigned to the C2 Swan-band (d3Πg − a3Πu). The next strongest feature

also results from excited C2, the Deslandres-d’Azambuja band (C1Πg−A1Πu), centered

around 380 nm. There are two additional features visible, a weak band attributed to

CH A2∆ −X2Π, at approximately 430 nm, and finally, in some cases, there is S1 LIF

fluorescence visible in the UV. The S1 trans 34 states are not significantly predissociated,

and long-lived fluorescence signals (∼100 ns) are easily detected. The trans 35 states,

however, are strongly predissociated, and only weak LIF fluorescence from this band,

with quite short lifetime (∼10 ns) is observed. No LIF signals from the cis 3161 states

are observed.
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The absence of LIF fluorescence from the cis 3161 states is likely because the radiative

lifetime of these states is long compared to the collisional lifetime in the cell, so the

majority of the energy is collisionally quenched before fluorescence occurs. In collision-

free conditions, the previously discussed trans 34 vibrational band has a lifetime of

approximately 250 ns. In the flow cell used in the DF experiments, however, the lifetime

is closer to 100 ns, leading us to conclude that molecules in the cell have collision-limited

lifetimes of ∼100 ns. On top of this, the trans conformer of acetylene has no permanent

dipole moment, but the cis-bent geometry does (calculated to be 2.5 D, communicated to

us by Joshua Baraban in a private communication), and because of this large permanent

dipole moment is likely to be even more rapidly quenched by collisions. The measured

lifetimes of both C2 species are within 20% of published values [70–72], leading us to

believe that C2 is not significantly collisionally quenched. The CH fluorescence lifetimes

are shortened from 500 ns [73] to 150 ns.

To gain a better understanding of the dissociation dynamics than the somewhat incon-

sistent collisional quenching from the flow-cell DF experiments can provide, these were

augmented by experiments in a collision-free environment. Experiments were performed

to highlight each of the different photofragment species, i.e. the two bands from C2 and

the band from CH. In these spectra, there is an obvious very long lifetime (> 3µs) sig-

nal in the fluorescence time traces from the trans 34 and cis 3161 levels. Similar signals

were also observed in the ungerade vibrational levels probed via double resonance. This

signal from a long-lived excited state is not present in the flow cell experiments, likely

again due to collisional quenching. In previous VUV photodissociation studies of acety-

lene [59, 60, 67, 74–79], a similar signal was attributed to fluorescence from excited C2H

fragments, but the electronic assignment for the observed omission is not conclusively

established.

To understand the photodissociation process, the relative intensities of the fluorescence

from each photofragment species must be determined. The fluorescence time traces of

the experiments, performed via the S1 trans 34 and cis 3161 levels and with bandpass

filters chosen to isolate the primary sources of fluorescence, are fit according to

I(tfit) =

[∫ tfit

−∞
e

(t−b)2

2c2 dt

]∑
s

Ase
−tfit
τs

= c

√
π

2

[
1− erf

(
b− tfit
c
√

2

)]∑
s

Ase
−tfit
τs ,

(2.1)
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where the sum is over all the excited molecular species responsible for fluorescence,

assuming that each species has a single characteristic decay time τs. The fluorescence

intensity of each species is denoted As. The integral term is included to capture the

fast turn-on of the signal due to the ns dye laser pulse. The value of this integral is

given in the second line, where erf() denotes the error function. This assumes that the

laser pulse has a Gaussian profile, centered at t = b with a FWHM controlled by c,

FWHM = 2
√

2 ln 2 × c ≈ 2.36c. For the long-lived species, fitting the portion of the

decay that is temporally overlapped with, and therefore obscured by, the dye laser pulse

is unimportant, but for shorter lived species (τ ≤ 30 ns), the fraction of the signal that

is obscured by the laser pulse is significant.

The signals from each of the four frequency ranges, selected by the four bandpass filters,

were fit according to Equation 2.1. The parameter c, which determines the temporal

width of the Gaussian laser pulse, is fixed. The parameter b, which is related to the time

at which the center of the laser pulse occurs, is allowed to float in the fit to account for

timing jitter in the experiment. The time traces are fit using only the time constants

for the species expected to be present in the frequency window queried (selected by the

bandpass filter). At 514.5 nm, the C2 Swan band and C2H emissions are accounted for.

At 470 nm, the S1 LIF fluorescence (the lifetime of which can be determined using a

filter that blocks visible light, which in this case was a UG-5 filter) must be accounted

for, along with Swan band and C2H emission. At 360 nm, the ∼30 ns decay from the C2

Deslandres d’Azambuja band is present, and the C2H signal is absent. At 430 nm, the

C2 Deslandres d’Azambuja, C2H, and S1 fluorescence signals from the prepared trans

34 and cis 3161 states are visible, but the CH A-X emission observed in the flow cell is

absent in the collision-free tests, indicating that it may be the result of a collisionaly-

induced reaction pathway.

The fluorescence time traces and the fit results are shown in Figure 2.5 for each of the

four band-pass filters, applied to fluorescence produced by both of the chosen vibrational

bands, the S1 trans 34 and cis 3161 bands. The parameter c is found to be 5.38 ns,

coresponding to a Gaussian pulse FWHM of 12.6 ns. The small discrepancy between the

measured pulse FWHM and the expected value for a dye laser pumped by a Q-switched

injection-seeded Nd:YAG laser (∼6 ns) can most likely be attributed to a combination

of the averaging of the signal on top of small time jitter (the standard deviation of the

parameter b which accounts for time jitter is ∼2 ns) and distortions due to the actual
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Figure 2.5: The fluorescence time traces of the collision-free supersonic jet experi-
ments in the four sampled wavelength regions (360 nm, 430 nm, 470 nm, and 514.5
nm). The filters used to obtain these spectra have approximate FWHM of 10 nm. The
time traces on the left result from dissociation via the S1 cis 3161 level, and the traces
on the right via the S1 trans 34 level. The experimental data are the blue dots, and
the time trace fits are in red. The bump in the time trace late in the tail (∼1000 ns) is
likely a result of secondary ionization of trace He gas in the PMT. Signals near these
bumps (t = 1000 ± 200 ns) are excluded from the fit. All fits are essentially a sum of
exponential decays with different decay times. Each decay rate is indicative of a single
fluorescent molecule, and the ratios of the coefficients of the fit exponentials are related
to the ratios of excited molecules formed in the experiment, and carry information
about the photodissociation pathway. Reproduced from Reference 7, with permission

from Elsevier.
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Figure 2.6: Fluorescence intensities of (a) C2 (scaled so the intensity at 470 nm is
one) and (b) C2H* (similarly normalized to the intensity at 514.5 nm) in the four cho-
sen wavelength regions. In both parts of this figure, the red and blue icons indicate the
measured fluorescence intensity collected via the S1 trans 34 and cis 3161 levels, respec-
tively, with 2σ uncertainties indicated by the error bars. This data was taken under
supersonic jet conditions. The black vertical lines and black trace indicate fluorescence
collected in a DF experiment, the details of which are explained in the text. The DF
signals pictured in panel (a) are scaled by the transmissions of the four bandpass filters
utilized in the experiment, as specified by Thor Labs. Reproduced from Reference 7,

with permission from Elsevier.

shape of the laser pulse being non-Gaussian. The relative intensities of the fluorescence

from the 3 species can be determined in each of the time traces, accounting for the

wavelength dependent variation of the quantum yield of the photomultiplier used for

detection (Hamamatsu, R375).

Figure 2.6 shows the fluorescence intensities attributed to the various photofragmenta-

tion products observed via both intermediate vibrational levels. The black lines in the

figure show either our integrated DF experimental intensities, or (in the case of Figure

2.6 b), DF experiments from other research groups [60]. The relatively good agreement
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Our Studies Our Studies Literature

trans 34 236(2) ns C2 C
1Πg 29(2) ns 33(1) ns [70]

cis 3161 1.037(16) µs C2 d
3Πg 125(2) ns 103(6) ns [71, 72]

C2H 3.6(6) µs 3-6 µs [77]

Table 2.1: Observed lifetimes of the photofragments observed in collision-free studies
of the photofragments of acetylene. The literature value for the C2 C state is an average
of the measured lifetimes of v = 0−4, and the literature value for the C2 d state lifetime
is an average of measured lifetimes of states with v = 0−2. The numbers in parentheses

are the 2σ uncertainties in the last digits.

with the DF data for the two C2 excitations and the C2H fluorescence indicates that

the DF experiments should yield meaningful information regarding the population dis-

tribution in C2, and indicates that the long-lived signal we observe is indeed likely due

to C2H.

The fluorescence lifetimes measured in these experiments are collected in Table 2.1. A

few things are worth noting about the values in this table. First, our measured lifetimes

for the C2 d state are quite different from previous studies (about a 20% difference).

We believe this can be attributed to the relatively high temperatures of C2 accessed by

our experiment, with J as high as 30 and v as high as 4, with the measured lifetime

depending on the lifetimes of all these accessed states. Other studies were performed

with significantly cooler samples, particularly rotationally (mostly J ≤ 4).

2.4 Discussion

Another not yet discussed advantage of PFAS is the large difference between the fre-

quency of the excitation laser(s) and that of the fluorescence that constitutes the PFAS

signal. In traditional LIF, the fluorescence and the excitation wavelengths are very

similar, and selectively filtering out the scattered light of the excitation laser is nearly

impossible. In PFAS, however, the signal is primarily in the visible region of the spec-

trum, ranging approximately from 400 to 800 nm, while the excitation is in the UV.

Readily available longpass filters can be used to significantly reduce the scattered light

that obscures the signal, which is a major deficiency in our LIF experiments. This,

combined with the ability to isolate the signal via time-gating, makes PFAS a powerful

and attractive tool for studies of S1 acetylene.
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2.4.1 Excited C2H fragment formation

The PFAS signal exhibits a non-linear power dependence (power-index of 1.6, likely

due to laser saturation effects). There are two possible pathways to the excited C2H

photofragments; either one photon excites acetylene to the S1 state, then a second excites

to a very high-lying acetylene level. This highly excited molecule then dissociates into

excited C2H and H. The second possible pathway is that the S1 acetylene dissociates on

its own due to predissociation into ground-state C2H and H, which is then excited by

another photon to an excited state. These possibilities are summarized in Equations 2.2

and 2.3.

C2H2(S1) + hν → C2H
∗
2 → C2H

∗ +H (2.2)

C2H2(S1)→ C2H(X̃2Σ+
g ) +H

C2H(X̃) + hν → C2H
∗

(2.3)

Given the evidence, the most likely path for the formation of the excited photofragments

begins with the acetylene being excited to a particular rotational level of the S1 state by

the UV laser. The same laser then excites the S1 molecule again to a highly energized

state that quickly dissociates to excited C2H. Such a fast dissociation to electronically

excited C2H is known to exist [80, 81]. The resulting C2H fragment molecules are then

excited by another photon, as described by Equation 2.2. One substantial reason for

this conclusion is the dependence of the second pathway on the predissociation of S1

acetylene, which in some of the states probed (trans 34, for example) does not occur.

Both X̃ state C2H and excited C2H, which we will now call C2H* to distinguish it

from ground state C2H, are long-lived species, and transitions into them are expected

to act as transitions between eigenstates in a bound system; in particular there should

be specific frequencies at which such transitions can occur. Unless the density of states

in C2H* is high enough to appear as a continuum (our laser linewidth is roughly 0.04

cm-1, so the density would need to be above 25 levels per cm-1 for this to be the case),

we would not expect there to be a possibility for a second on-resonance transition at

the same frequency as the S1 ← S0 transition. However, we see no evidence of this

frequency coincidence effect, no unexpectedly missing lines, or transitions that devi-

ate significantly from the expected intensity pattern. This is more evidence that the

dominant dissociation pathway is that depicted in Equation 2.2.
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It should be mentioned that there are limits to the energetic regions that can be ef-

fectively probed by PFAS techniques - at very high S1 energies (> 48, 500 cm−1), the

predissociation rate becomes much faster, with lifetimes estimated based on linewidth

studies [82] of around 10 ps. The levels studied in this work have lifetimes closer to

10 ns. In our experimental setup, with our laser fluence, the one-photon photodisso-

ciation pathway (Equation 2.2) is expected to be reasonably efficient for levels with

predissociative lifetimes <1 ns.

2.4.2 Excited C2 Formation

I have identified the most probable pathway that results in the formation of the fluo-

rescing C2H* fragments, and will now discuss the formation of the excited C2 fragments.

As with the C2H* formation, there are two possible pathways for the formation of C2,

assuming that the predissociation products of S1 are not important, as was assumed in

the discussion of the formation of C2H*. These two processes are depicted as

C2H2(S1) + hν → C2H
∗
2 → C2

(
C1Πg or d3Πg

)
+H2(X1Σg), (2.4)

C2H2(S1) + hν → C2H
∗
2 → C2H

∗′ +H

C2H
∗′ + hν → C2H

∗∗ → C2

(
C1Πg or d3Πg

)
+H,

(2.5)

in which C2H2*, C2H*’, and C2H** are all electronically excited species the identites of

which are not well known, and which have not yet been discussed here.

Equations 2.4 and 2.5 begin in the excited S1 state, so one additional photon is required

beyond the number of hν symbols shown in the equations. The hydrogen elimination

pathway, shown in equation 2.4 requires a total of two photons, and the sequential bond-

breaking path shown in equations 2.5 requires three. Hydrogen molecule elimination

can also be explained using energetic arguments as a three-photon process, but such a

pathway involves a highly excited C2H2 species with a very short lifetime and would

therefore not be expected to be efficient. I will therefore only consider the two pathways

proposed above.

The acetylene S1 state is a singlet, and the excited C2H2* state is also a singlet. This

pathway is spin-allowed for the C2 C
1Πg state, but not for the generation of the d3Πg

state. The sequential photodissociation path, however, is spin-allowed for both singlet
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Figure 2.7: Mechanisms for one-color, multi-photon dissociation of acetylene. The
blue vertical arrows represent the UV laser photon, which has energy ∼5.85 eV. The
populated S1 level in the figure is assumed to be predissociated, as predissocated levels
have access to more potential dissociation pathways. Hydrogen (molecular and atomic)
levels are omitted for clarity. Reproduced from Reference 7, with permission from

Elsevier.

and triplet excited C2 states. In the H2 elimination pathway, the transition state should

have a cis-like geometry, which would bring the two H atoms close together to promote

bond formation. If this is true, we can expect that the process would be more efficient

from a cis-bent S1 level than a trans-bent one, due to Franck-Condon overlap integrals.

Since the elimination pathway can only lead to the C2 C state, we would likely see the

effect of this Franck-Condon overlap in the ratio between C- and d-state emission from

trans and cis S1 levels. However, we do not see significantly more C-state emission from

the trans levels than we do from the cis. These arguments suggest that Equations 2.5

account for the majority of the production of both of the fluorescing C2 species: the

C1Πg and d3Πg states.

2.4.3 Further Discussion of the Photodissociation Process

The mechanisms for the PFAS photodissociation process that have been discussed in

this chapter are summarized in Figure 2.7. The pathways that have been eliminated

by our analysis are crossed out. I’ll narrate this process for additional clarity. Acety-

lene molecules are pumped by UV excitation into a specific rotational state of the S1
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electronic state. The same laser beam contributes a second photon to the acetylene,

bringing it to a highly excited (∼ 90,000 cm-1) state. The resulting C2H2* state rapidly

dissociates to C2H* + H. The C2H* fragments are then excited by another laser photon

of the same frequency to a higher electronic state, C2H**, which dissociates into the C2

C1Πg and d3Πg states. The C2H* fragments have a long lifetime and fluoresce in the

visible. The C2 C state fluoresces in the near UV, and the d state in the green region.

We estimate in our experiments the relative quantum yields of these three fluorescing

species to be C2H*:C2(d):C2(C) = >40 : 4 : 1. The total yield of both C2 fragments

changes by about a factor of two for the trans 34 vs. the cis 3161 species. It’s possible

that the excited C2H* fragments created via these two very different vibrational bands

have significantly different rovibrational distributions in the excited state, which could

could account for the slightly different observed C2H* fluorescence, and may affect the

dissociation into excited C2.

We have little evidence to identify the C2H2* state located at ∼90,000 cm-1. A few

guiding principles can be proposed - one-photon transitions from both trans and cis

S1 acetylene must be possible. Based on the fluorescence yields, these transitions must

have similar probabilities. Without further information from additional experiments or

ab initio calculations, the identity of the C2H2* state cannot be determined, but any

proposed assignment will need to fit these observations.

It’s important to note that the PFAS process is not the same as that followed by the

often-studied dissociation of acetylene at 193 nm via a ArF laser [73, 83–85]. In those

experiments, the S1 level (or group of levels) has a very short predissociative lifetime,

and the fluorescence observed from excited C2 and C2H* fragments results from the pre-

dissociation of the initially populated S1 level into C2H, and then the photodissociation

of this product by another 193 nm photon. This follows the proposed (and rejected, for

PFAS) pathway depicted in Equation 2.3. In the PFAS pathway, two photons are used

to reach an excited state of acetylene C2H2*. The PFAS technique is applicable to S1

vibrational states that are not predissociated, e.g. trans 34, so, at least for such levels,

the 193 nm photodissociation pathway is certainly not relevant.
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Molecule Transition λ/nm Detection λem/nm

HCP Ã/B̃ ← X̃ 240 CP B → X ∼350

CS2 Ã← X̃ 216 CS A→ X ∼260

SO2 C̃ ← X̃ 219 SO A/B → X ∼240/260

NCO Ã/B̃ ← X̃ 317 CN B → X ∼390

C2H2 Ã← X̃ 217 C2H >400

H2CO Ã← X̃ 330 HCO A→ X >600

HNCO Ã← X̃ 308 NCO A→ X ∼440

C2N2 Ã← X̃ 212 CN B → X ∼390

Table 2.2: Some examples are given of molecules that may be suitable for the PFAS
detection method. The CS2 and HNCO Ã state origins are above the predissociation
limit - for these two molecules, the column λ indicates the location of the origin band.
For the other six molecules, λ refers to the onset of predissociation, which is above the
origin of the listed upper electronic state. λem is the approximate emission wavelength

of the photofragment that makes up the PFAS signal.

2.4.4 PFAS Detection Schemes for Other Molecules

It is tempting to conclude that PFAS detection could be applicable to other C≡C

triple-bonded systems, where the hydrogen atoms would be replaced by other molec-

ular fragments. However, as pointed out by Professor Barney Ellison of the University

of Colorado Boulder, the C2 fluorescence detection pathway will likely not be generally

applicable, due to competing dissociation pathways that are lower in energy than the

production of C2 [86]. For example, photofragmentation of CH3CH2CCH to produce C2

will be unlikely, as the formation of HCCCH2 and HCCCHCH3 radicals is more ener-

getically favorable, because the lone electron on these species is resonance stabilized.

While the C2 PFAS detection technique may not work for all molecules with carbon-

carbon triple bonds, and in fact may only be applicable to HCCH, similar schemes might

be useful in studyies of other molecules. Several potential molecules and their most

relevant properties are summarized in Table 2.2. Of the molecules listed, the Ã − X̃

transition of acetylene, which is described in this chapter, and HNCO have both been

observed [52]. All of the schemes listed have properties in common with the acetylene

transition described here, namely they are 1+1 photodissociation processes, and the

second photon produces fluorescent photofragments from an electronically excited state

of the listed molecule.

The PFAS scheme outlined here is different than Photofragment Fluorescence Excita-

tion (PHOFEX) detection. In those experiments, photofragments are probed by an

additional laser using LIF detection. PHOFEX detection has been widely used to study
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predissociated molecular levels. Examples include the HCO Ã state [87], H2CO Ã state

[82], HNCO Ã state [52, 88], C2N2 Ã state [89], HCP Ã and B̃ states [61], etc. PHOFEX

is likely a more generally applicable detection method than PFAS, but PFAS does have

important advantages over other schemes. For example, PFAS requires only a sin-

gle laser, which significantly simplifies the setup and execution of experiments over

PHOFEX detection. The probe laser of PHOFEX detection excites from few (usually

one) rotational levels of the probed photofragment. PFAS detects fluorescence from

many levels of the excited photofragments. If the dissociated species are produced hot,

which is to say distributed over many vibrational and rotational states, the signal from

the PHOFEX method could be significantly weaker than a similar dissociation observed

by PFAS. On the other hand, PFAS generally involves more free←bound transitions

than PHOFEX does, which are generally weaker than bound←bound transitions.

PHOFEX studies are only applicable to predissociated species. PFAS, however, can

be applied to non-predissociated species, as well as to predissociated ones, as described

here. PFAS efficiency is expected to decrease sharply when the predissociation lifetime

is too short (a good metric would be to compare the lifetime to the temporal width of

the laser pulse), though the studies of HCNO have detected Ã-state levels with lifetimes

as short as 1 ps [88].

As discussed above, when considering the general applicability of C2 PFAS emission to

carbon-carbon triple-bonded systems, larger molecules (more than 4 atoms) will have

competing pathways that will make prediction of the existence of fluorescent excited

photofragments difficult. However, due to the simplicity in implementing a PFAS de-

tection scheme, and the dependence of the characteristics of the signal on simple fil-

ter choices, PFAS is worth considering for larger molecules, especially ones with ex-

cited upper states with lifetimes ≥ 1 ps. Some possible examples include NCC2H

(cyanoacetylene), C2HCHO (acrolein), 1,4-C4H4N2 (pyrazine), 1,3-C4H4N2 (pyrimi-

dine), 1,4-C4H4N2 (pyridazine), and C6H6 (benzene) [63].
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2.5 Conclusion

A new experimental detection scheme, valid for both predissociated and non-predissociated

levels of the first excited singlet state, the S1 state, of acetylene was introduced. Photofrag-

ment fluorescence action spectroscopy (PFAS) provides high signal-to-noise ratio, is easy

to implement, and can be used to detect states with short predissociation lifetimes -

states that are difficult or impossible to study by LIF methods.

An analysis of the photofragments involved in the acetylene PFAS system was also pre-

sented. PFAS signal is dominated by fluorescence from the C2 Swan and Deslandres

d’Azambuja bands and from a longer-lived C2H* fluorescence band. The relative quan-

tum yields from these three species is estimated to be C2:C2(d):C2(C)=>40 : 4 : 1.

We determine that both of the electronic states of C2 observed have high rotational and

vibrational temperatures.

The possible mechanisms for photodissociation are discussed. The relative insensitivity

of the C2H fluorescence to the predissociation rate in the S1 band led us to rule out any

mechanism that depends on predissociation at the one-photon level. For the formation

of C2, H2 elimination is spin-allowed for the C2 C state, but not for the C2 d state.

We suggest that the excited C2H* is formed by the rapid dissociation of a doubly-

excited C2H2* species, and that the C2 excited fluorescent states are formed by the

photodissociation of C2H*, not by concerted hydrogen elimination.
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Chapter 3

Use of PFAS Spectroscopy in the

High Frequency Region of

Predissociative S1 Acetylene

(∼47,000 cm-1)

The Photofragment Fluorescence Action Spectroscopy (PFAS) technique is used in two

different experimental schemes to access predissociated rovibrational states on the ex-

cited singlet S1 surface of acetylene. The new information available due to these exper-

iments is outlined, with emphasis on information that leads to a greater understanding

of the cis-trans isomerization dynamics. Further work required to complete this under-

standing, as well as further avenues to pursue additional topics of interest, are outlined.

3.1 Introduction

Acetylene has a unique set of properties that combine to make detailed study of it,

in particular the ground S0 and first excited S1 electronic states, particularly fruitful.

It’s very simple to conceptualize some of the more basic reasons that C2H2 is a useful

subject to study. As a four-atom molecule, it’s the simplest system (in terms of number

of nucleii) that can exhibit non-planar geometries and motions. Neither the ground state
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nor the S1 state are non-planar at their equilibrium geometries, but both exhibit non-

planar vibrational motions, and the S1 surface isomerization involves the analog of the

ground state cis bend, which is heavily mixed with the torsional (out-of-plane) motion

[5]. This vibration is thus vital in understanding the transition state and dynamics of

this isomerization.

It’s also immediately obvious (from previous chapters in this work, for instance) that

the mechanics of the S1 ← S0 transition are unusual enough to merit investigation. The

qualitative change in geometry between the two equilibrium structures induces inter-

esting spectral patterns, and a thorough understanding of these patterns can yield new

models that present particular phenomena as signposts for dynamics such as isomeriza-

tion (our group, for instance, has studied frequency dip as a marker for isomerization in

acetylene and HCN [15], and vibrational level staggering and staggering of the Coriolis-

perturbed rotational Cp constant as markers for the double-well potential on the C̃1B2

surface of SO2 [90]). The difference in geometry has another more subtle effect, that

many vibrational states are accessible in an electronic transition between the two elec-

tronic states, because the Franck-Condon factors can’t be assumed to be small for large

differences in the vibrational coordinates vi between the two states.

Additional interest in the acetylene system arises from dynamics within a single elec-

tronic state. Both the S1 and S0 surfaces of acetylene have multiple minima with distinct

geometries [11, 13]. The S0 surface has a deep well at the well-understood linear geom-

etry, HCCH, and a shallow well at the vinylidene structure, CCH2. Our group has long

been pursuing an effort to understand the acetylene ↔ vinlyidene isomerization [45].

Many of the most important advances made by our group can either be attributed to

this goal, or contributed to it. The global minimum of the S1 surface has a trans-bent ge-

ometry, but the surface also supports a cis-bent configuration [11]. In fact, calculations

indicate that there is also a minimum on this surface at the vinylidene geometry, but

we haven’t seen any evidence of this [13]. We have, however, seen evidence of and even

assigned transitions to rovibrational levels of the cis-bent S1 state. Secure assignments

require quite a lot of work, as our model currently only accounts for trans vibrational

levels of the S1 state, and levels that belong to the cis well can really only be assigned

by recognizing levels that don’t fit in the trans manifold, meaning essentially complete

understanding of the trans levels is required.

84



A question worth considering is, if our group has done so much research already on these

two electronic states of acetylene, what else can yet be learned here? Here some addi-

tional interesting properties of acetylene come in to play. Acetylene has high symmetry,

both in a point-group sense and in the more rigorous CNPI framework. This introduces

rather restrictive selection rules and propensity rules (compared to some molecules with

less symmetry), so it can require some creativity to access all the rovibrational levels of

the S1 surface. In fact, 4 separate sets of experiments need to be performed in order to

have a complete picture of the trans well of the upper surface.

The resonances on the S1 surface, in particular the strong Darling-Dennison resonance

between ν4 and ν6 and strong Coriolis coupling, combine with the result that a full

understanding of any particular vibrational band requires observation of K = 0, 1, 2 at

least. This is because the Coriolis and Darling-Dennison effects perturb the same levels,

but have different dependence on K [5]. For an asymmetric top, such as trans acetylene,

the general rotational Hamiltonian can be simplified to

Hrot = A (Ja −Ga)2 +B (Jb −Gb)2 + C (Jc −Gc)2 , (3.1)

where A, B, and C are the normal rotational constants, J is the total angular momentum,

G is the vibrational angular momentum, and a, b, and c are the inertial axes with which

the rotational constants A, B, and C are associated [91]. Multiplying the squares out,

we find the normal rigid rotator Hamiltonian terms (the terms in J2
i ), terms involving

the squares of the vibrational angular momenta, and the three first-order Coriolis terms.

These terms take the form

HCor = −2AJaGa − 2BJbGb − 2CJcGc. (3.2)

The angular momentum components are defined as

Gα = QtrζαP , (3.3)

where Q and P are the vectors of vibrational normal coordinates and their conjugate

momenta [92, 93]. ζ is a skew-symmetric matrix of Coriolis coupling constants. For

S1 acetylene, we are only concerned with the Coriolis couplings between ν4 and ν6 and

recognize that there is no c-axis Coriolis coupling, so we reject terms in Gc. Multiplying
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this matrix equation out, we find the only important terms are

Gα = Q4ζ
α
46P6 −Q6ζ

α
46P4, (3.4)

where α can only be a or b. The matrix elements of the vibrational angular momenta

Gα then follow the matrix elements of the vibrational normal coordinates and momenta

Q and P [91]. Each term in Gα has two components, one that raises v4 and lowers v6,

and one that does the opposite. The matrix elements for the Gα are

〈v4 + 1, v6|Gα|v4, v6 + 1〉 = −iζα46~Ω [(v4 + 1)(v6 + 1)]
1
2

〈v4, v6 + 1|Gα|v4 + 1, v6〉 = iζα46~Ω [(v4 + 1)(v6 + 1)]
1
2 ,

(3.5)

where Ω is the Mills’ abbreviation [94],

Ω =

(
1

2

)[(
ν4

ν6

) 1
2

+

(
ν6

ν4

) 1
2

]
. (3.6)

The Jα also contribute to the matrix elements of the Hamiltonian. As a near-prolate

asymmetric top, the convenient molecule-fixed axis to choose as the quantized axis is a.

The terms in Ja, then, are diagonal in the rotational quantum numbers. The two matrix

elements of Gb each are associated with Jb, which operator does not commute with the

Hamiltonian. However, we can take parallels from the normal x, y, and z analogs to

define raising and lowering operators

Ja+ = Jb + iJc

Ja− = Jb − iJc
(3.7)

where Ja± is the operator that raises or lowers the projection of J along the a axis by

one. We rearrange to find

Jb =

(
Ja+ + Ja−

)
2

. (3.8)

We recall that for general angular momentum raising and lowering operators

J± |j,m〉 = ~
√
j(j + 1)−m(m± 1) |j,m± 1〉 , (3.9)

86



and can easily find the first-order Coriolis matrix elements

〈v4 + 1, v6, J, k|HCor|v4, v6 + 1, J, k〉 = 2iAζa46Ωk [(v4 + 1) (v6 + 1)]
1
2 , (3.10)

〈v4 + 1, v6,J, k ± 1HCorv4, v6 + 1, J, k

=iBζb46Ω [J(J + 1)− k(k ± 1))]
1
2 [(v4 + 1)(v6 + 1)]

1
2 ,

(3.11)

〈v4, v6 + 1, J, k|HCor|v4 + 1, v6, J, k〉 = −2iAζ46Z
aΩk [(v4 + 1)(v6 + 1)]

1
2 , (3.12)

and

〈v4, v6 + 1,J, k ± 1HCorv4 + 1, v6, J, k

=− iBζb46Ω [J(J + 1)− k(k ± 1)]
1
2 [(v4 + 1)(v6 + 1)]

1
2 .

(3.13)

These matrix elements all depend upon k linearly, in the case of the equations involving

the a axis, or nearly depend on k linearly, for the equations involving the b axis.

The Darling-Dennison resonance involves the same two vibrations, ν4 and ν6. Lehmann

has examined such resonances in some detail [95], and give the matrix element as

〈na + 2, nb − 2|HDD|nanb〉 =
1

4
Kaabb [(na + 1)(na + 2)nb(nb − 1)]

1
2 , (3.14)

where

Kaabb =
1

4
φaabb +

∑
α

−Bα(ζαab)
2 (ωa + ωb)

2

ωaωb

+
1

8

∑
k

φkaaφkbbωk

(
1

4ω2
a − ω2

k

+
1

4ω2
b − ω2

k

)
− 1

2

∑
k

φ2
kab

ωk

ω2
k − (ωa − ωb)2 .

(3.15)

The Darling-Dennison resonance, then, is independent of the quantum number K. The

Coriolis coupling does not perturb levels with K = 0, but the Darling-Dennison res-

onance does, so in order to obtain the most accurate deperturbations, K = 0 data is

required for all vibrational levels, and two more K stacks are also required to separate

the influence of Coriolis and Darling-Dennison resonances, preferably K = 1, 2.

There is a strong propensity for acetylene transitions to have K − l = ±1, as the

transition dipole lies (nearly) along the c-axis. Transitions from the ground vibrational
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level of the ground electronic state, or any vibrational level that lacks vibrational angular

momentum, can only (in the absence of axis switching and Coriolis coupling) connect

to levels with K = 1. In order to reach all the required K-stacks, experiments that do

not begin at the vibrational ground state must be performed.

There is an additional complication in accessing the necessary levels of S1 acetylene

to fully understand the dynamics. For clarity to the reader, we’ll use the point-group

inversion operation i to explain this complication, but the CNPI inversion operation

E* is also applicable. The electric dipole operator is of ungerade molecular inversion

symmetry. It can only connect states of opposite symmetry, i.e. g ↔ u, g = g,

u = u. The trans-bent S1 state is of ungerade symmetry, and the linear electronic

ground S0 state is of gerade symmetry. The ground vibrational level is of course also

of gerade symmetry. One photon can only connect the ground vibrational level of the

ground electronic state to levels of ungerade total symmetry, or levels on the S1 surface

with gerade vibrational symmetry. Experiments that transition to the S1 state from a

state with ungerade vibrational symmetry are required to observe ungerade vibrations

upstairs.

Not only are there these complications, with four separate experiments required for

every frequency region, but work on S1 acetylene has been complicated in recent years

by predissociation. The predissociation onset in S1 acetylene is ∼1000 cm-1 below the

bottom of the cis well, which is to say ∼1000 cm-1 below the most interesting dynamics

in that electronic state. As high as the energy of the transition state, predissociation

is fast enough that traditional detection methods such as Laser Induced Fluorescence

(LIF) are untenable. This chapter will delve into my use of PFAS to bypass the short

lifetime limitations of states in this energetic region, and my attempt to perform more

of the four required experimental evidences to fully understand bands in this regime.

3.2 Experimental Details

Two types of PFAS-detected experiments were performed. The experimental setup

shares many features in common with the apparatus used in PFAS experiments on a

supersonic jet, described in this work in Chapter 2. This section will summarize the
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apparatus and describe in more detail the components unique to the work described in

this chapter.

The PFAS experiments were performed in a vacuum chamber, fitted with a diffusion

pump (Varian, VHS-6), which achieves an ultimate pressure of 10-6 torr. A molecular

beam was expanded through a pulsed valve into the vacuum chamber. The nozzle is

unusual, and is designed to assist in collecting spectra from hot vibrational levels of the

ground electronic state.

The nozzle used in these experiments is based on a nozzle designed by the Ellison

research group [96], and is termed a hyperthermal pyrolysis microreactor nozzle. The

hyperthermal nozzle consists of a pulsed solenoid valve (General Valve, Series 9, orifice

diameter = 1.0 mm), fitted with a SiC tube (1 mm inner-diameter, 2 mm outer-diameter,

∼4 cm long). The SiC tube is heated by passing current through it, up to temperatures

as high as 1800 K. A constant current source, rather than a constant voltage source, is

required as the resistance of SiC has anomalous temperature dependence. The portion

of the SiC tube that is heated is separated from the solenoid valve by a baffle, which

is water-cooled to protect the valve. Neat acetylene with 1 atm backing pressure is

expanded through the pyolysis nozzle. Under gas load, the pressure in the chamber

increases to ∼5×10-5 torr.

A single laser beam was used in these PFAS experiments. The laser radiation (Coumarin

440 and Stilbene 420 dyes, 210-220 nm after frequency-doubling) is supplied by a tunable

dye laser (dual-grating Sirah Cobra-Stretch), pumped by the third harmonic of a Q-

switched, injection-seeded Nd:YAG laser (Spectra Physics, PRO-270), operating at 20

Hz. The output of the dye laser (0.04 cm-1 spectral width) is frequency-doubled in a β-

barium borate (BBO) crystal, and a small portion of the fundamental output is directed

through a cell of 130Te2 vapor for calibration. The UV pulse energy is approximately 50

µJ/pulse.

The UV laser intersects the molecular beam approximately 1.5 cm downstream of the exit

from the heated SiC tube, with the beam and laser at a right angle. Fluorescence signals

are collected by f/1.2 optics and directed to a photomultiplier (PMT) (Hamamatsu,

R375), at a right angle to both the UV laser beam and the propagation direction of the

moleuclar beam. The fluorescence passes through a 400 nm longpass filter (Thorlabs,

FGL400S) before being collected by the PMT to suppress noise from unwanted scattered
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laser light. As another measure to prevent excess scattered laser light, the UV laser enters

and exits the chamber via Brewster windows, installed at the end of two one-foot-long

arms, each of which is equipped with two iris baffles (Thorlabs, SM1 components). The

PMT output is sent to a 20 dB amplifier (Femto DHPVA-200), and then monitored

on an oscilloscope (LeCroy, 9360). The signal is then transferred to a computer for

processing and storage.

Two separate types of experiments were performed, which were designed to observe

different states on the S1 potential energy surface. One was performed with the pyrolysis

nozzle off (no current passed through the SiC tube), and was used to target states that

have K = 1, in gerade vibrations. The second set of experiments are performed with the

pyrolysis nozzle heated. In these experiments, observation of hot bands originating from

S1 ν
′′
4 levels into gerade vibrational levels on the S1 surface with K = 0, 2 is optimized.

The temperature of the nozzle was chosen to maximize the intensity of the signal from

the relevant hot bands (the temperature of the nozzle can be chosen to select for several

different lower-state vibrational levels [? ]), and based on estimates of the blackbody

radiation emitted by the SiC tube, was ∼500-550 oC.

3.3 Results

Extensive spectra were taken, spanning a very large energy region, in order to have the

best chance possible of locating and resolving transitions that are unobservably weak in

LIF. Figures 3.1 and 3.2 show the PFAS spectra recorded with the pyrolysis nozzle cold

and heated, respectively. The X axes are in wavenumbers, and the Y axes are arbitrary.

The primary purpose of recording this data was, of course, the search for previously

unobserved bands. The experimental setup used in the PFAS experiments has somewhat

higher rotational temperatures than previous LIF experiments, likely due to less efficient

cooling after expansion from the SiC tube. The cooling experienced by a gas in a

supersonic expansion depends upon the pressure on both sides of the nozzle the gas is

expanded through, as

T1

T0
=

(
p1

p0

)(γ−1)/γ

, (3.16)

where T1 and T0 are the final and initial temperatures of the gas, p is the pressure of the

gas, and γ is the ratio of heat capacities Cp/CV [97]. In the hot nozzle set up, the seal
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Figure 3.1: PFAS spectrum of the Ã ← X̃ transition of acetylene. The large fea-
tures are dominated by bands that have very good Franck-Condon overlap with the
ground state, such as transitions to 1132 (two quanta in the trans-bend, or ”straighten-
ing” motion) or 35 (five quanta in the straightening motion) vibrational states. These
transitions are obvious in LIF, and 53 was positively assigned decades ago [8]. More
interesting for our purposes are transitions that don’t have much intensity, the laser
induced fluorescent signal of which would be buried under scattered light from the

excitation laser pulse.

Figure 3.2: PFAS spectrum of the Ã ← X̃ transition of acetylene, taken with a
heated pyrolysis nozzle. This data was taken over a somewhat different energy region
than the cold data, in order to see regions of overlapping photon energy and regions of
overlapping term energy between states excited from ground vibrational states of the
X̃ electronic state and states excited from vibrationally hot levels, with (usually one

quantum) energy in ν4.
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Figure 3.3: A particularly striking example of previously unobserved lines being quite
clear in the PFAS spectrum. The blue trace is the PFAS spectrum, taken in the cold
nozzle experiments, and the orange lines are the locations of all known one-photon
transitions in this energy region. There are of course many new lines which can be
simply assigned to high-J rotational lines of previously observed bands, but many of
these signals, particularly in the region around 47,230 cm-1, seem to belong to new

vibrational bands.

between the general valve faceplate and the SiC tube is not perfect, and pressure ratio

p1/p0 is likely larger in experiments that utilize this nozzle apparatus. This increased

temperature leads to many lines that our previous LIF experiments have not shown,

but these high-J lines do not really impart much more information about the nature

of the S1 surface and can be mostly ignored. After assigning and removing these lines

from consideration, there remain several previously unseen transitions that merit further

investigation.

The experiments performed with the cold nozzle are intended to capture gerade vibra-

tional levels of the (ungerade) S1 surface, with angular momentum projection quantum

number K = 1, in particular bands with too low fluorescence quantum yield (due to

dissociation) to be observed via LIF. Accompanying these experiments, the data gath-

ered with the nozzle heated are intended to enhance the signal from vibrationally hot

lower-state molecules, by increasing the vibrational temperature of the acetylene gas

and therefore the number of molecules in excited vibrational states. In particular, the

most likely-to-be observed hot bands have lower states with energy in the trans-bend,

ν4. The trans bend of the lower S0 electronic state is a doubly degenerate mode of Πg

symmetry. Excitation in ν4 contriubtes both vibrational energy and angular momentum

about the molecular a axis to the molecule. In the case of the lowest (and therefore
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Figure 3.4: A portion of the energy region where both cold- and hot-nozzle PFAS
spectra were taken. The blue trace is taken with the cold nozzle, and the orange with
the hot. The central area of the figure clearly shows several transitions in the hot-nozzle

data that are completely invisible in the cold-nozzle analog.

easiest to observe in a pseudo-thermally populated experiment such as this) states with

energy in this mode, those belonging to the vibrational state 41, there is one quantum

of vibrational angular momentum provided by this mode, l = 1. The propensity rule

∆K = ±1 (this rule is not rigorous due to effects that mix K, such as Coriolis Coupling,

and effects that cause the definitions of l and K to be different, such as axis switch-

ing) is quite strong, and transitions originating from 41 states terminate on states with

K = 0, 1.

Heating the nozzle indeed allows the observation of transitions that are not visible in

the cold nozzle spectrum. The majority of the data taken using the heated nozzle was

taken at energies much lower than those used for the cold nozzle data, as the intention is

to capture bands of the same vibrational states but different rotational states (different

values of K) with the two experiments, so the transition energy need be offset by the

energy of the vibration ν4, ∼600 cm-1. However, a small portion of the energy region

scanned in both experiments overlaps, and Figure 3.4 shows examples of additional

transitions visible in the hot spectrum that are not present in the cold within this small

overlapped region.

One of the most interesting results (as yet not completely explained) is related to the

behaviour of the PFAS fluorescence decay. Figure 3.5 shows a small portion of the

spectrum taken via the heated nozzle experiments, and the fluorescence time traces
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Figure 3.5: A portion of the PFAS spectrum taken using the heated pyrolysis noz-
zle. The insets are the time traces of the decay of the fluorescence due to photofrag-
ments, collected via the two acetylene transitions highlighted with arrows (the left
trace corresponds to the left arrow). The decay behaviors in PFAS are in general
multi-exponential, due to the signal being supplied by a mixture of photofragments
with different radiative lifetimes, but the difference in ratios between the coefficients of
the various exponential terms is particularly striking between these two large peaks.

collected from the signals of the two transitions marked with arrows. Clearly, the multi-

exponential decay terms are qualitatively distinct between the two traces. Obviously

different decay patterns have been observed and discussed at length before [7], but this

is something of a different case. In the experiments aimed at gaining an understanding

of the PFAS process, experimental parameters were intentionally varied in order to high-

light particular photofragments with different decay properties. Qualitatively distinct

vibrational states (a state localized in the trans well and one localized in the cis well

of the S1 state) were excited in previous experiments, and different filters were used

with the collection optics, chosen specifically to allow signal from only one source to be

detected with efficiency. In the case presented here, the same experimental conditions

(as far as the collection optics) via the same vibrational state produces vastly different

photofragment decay processes.
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3.4 Discussion

There are several immediate and obvious advances due to these PFAS spectra. First,

these spectra do have the highest signal-to-noise ratio of any single resonance experi-

ments ever performed in this spectral region. In particular, the weaker lines are much

clearer in the cold PFAS spectra than in any other experimental scheme ever performed.

This includes other detection methods designed to bypass the difficulties of predissocia-

tion, such as H-atom REMPI [52] and H-atom Fluorescence Action Spectroscopy, HFAS

[6].

The new data has also successfully clarified the details of some perturbations in the

spectrum. For example, the 34B2 K = 1 level, located at 47206 cm-1, is perturbed at

low J by a nearby level, and the magnitude of these perturbations can be accounted for

more easily due to the more detailed spectra. A similar clarification occurs for the 35

vibrational state, located at 47260 cm-1.

There are also examples of previous assignments being corrected by the new spectra.

correction have been made to assignments originating as far back as the analysis by

Watson [4]. In particular, the increased sensitivity of the PFAS detection method has

detected an R(0) line in what was previously identified as a transition to a level with

K = 2, which is of course impossible. The new assignment is as a K = 1 level, located

at 47272 cm-1.

There are many additional lines in the relatively small portion of spectrum where the hot

and cold band experiments overlap. This indicates a great deal of enhancement in the

hot-band signals. This may be surprising at first, as even at the projected temperatures

in the heated nozzle, the population in ν ′′4 is less than 1
4 that in the ground vibrational

state, and some cooling is certainly expected to take place in the supersonic expansion.

However, the large geometry change between the ground and S1 electronic states means

that, since ν ′′4 is the primary Franck-Condon active mode, even as population in excited

vibrational states goes down, the transition strength goes up enough to more than make

up for the reduced population. It expected that transitions to the ground vibrational

state of the S1 surface gain a factor of as much as ten for each additional quantum of en-

ergy in ν ′′4 [98]. If one considers that Ingold and King saw hot-band transitions from 5ν ′′4

in their absorption experiment, which was performed at room temperature, where the
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population in that state is ∼0.0001% of the population in the ground vibrational state.

In light of this, it is quite reasonable to expect many additional observable transitions

in the hot nozzle experiment, even if the relative population in the excited vibrational

states is still quite low.

There are quite a few challenges in the way of a thorough understanding of the PFAS

spectra. One that perhaps could be corrected with an adjustment of the experimental

apparatus is the relatively high rotational temperature observed. This has been some-

what helpful in a small number of cases in understanding interactions between certain

states, but in general the additional rotational lines don’t really offer any surprising or

elucidating information and serve only to clutter the spectrum.

The most unfortunate reality of the PFAS spectra presented in this work is the absence

of any new, easily assignable bands. There are quite a few reasons that this may be the

case.

The types of transitions to which PFAS is sensitive, but that are invisible to LIF, are in

a way quite specific. For LIF to fail, two conditions need to be true; the transition needs

to have a lifetime that’s comparable to or shorter than the duration of the laser pulse,

and the transition must be weak enough that the intensity of the fluorescence doesn’t

overcome the noise detected by the PMT from scattered laser light. PFAS can detect

any transitions that LIF can (or, to be more accurate, there has been no evidence that

this isn’t the case), and has the additional benefit of being applicable in cases where LIF

fails, making PFAS a superior detection method for this region of acetylene. However,

in order to actually observe new lines, there must be transitions that are strong enough

to be observed in PFAS, not strong enough to overcome scattered light in LIF, and that

are to upper states that have lifetimes in a range between ”short enough that LIF can’t

be used,” but ”long enough that the photodissociation process has time to act before

the molecules dissociate on their own.” It’s possible that no states that our cold band

experiment has access to (K = 1, gerade vibrational symmetry) exist in the probed

region. The hot-band spectrum certainly has unassigned bands represented in it, but is

crowded and hasn’t yielded to attempts of assignment as yet.

Another possibility is that the Franck-Condon factors are very poor in this region. trans

acetylene is in this energy region nearly energetic enough to isomerize. Vibrational states

along the isomerization coordinate are going to have large local motions to account for
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the soft potential barrier in the direction of isomerization. In this case, a combination

of ν3 and ν4 is the required vibrational motion, but ν6 is thoroughly mixed with ν4 so

in a sense all three of these motions constitute the isomerization coordinate. A naive

calculation of vibrational state space (incorporating only states associated with a model

based on the trans well) gives a value of roughly 1 state per 10 cm-1, with zero states in

the vicinity of the isomerization barrier having no excitation in any of the isomerizing

modes. Essentially all vibrational states in this region, then, are expected to vary heavily

from the range of what we might consider ”normal” geometries, and as a result Franck-

Condon factors in this energy region may be very small.

Not only is it likely that many transitions in this energy region are quite weak, but the

rotational patterns commonly used to recognize and assign vibrational bands may be

heavily distorted in this region. It was demonstrated in studies of the predissociation

of acetylene that the shape and height of the barrier to dissociation was sensitive to

the rotational state that acetylene was in as it approached the barrier, represented by

J [12]. If there are similar effects on the isomerization barrier, in this energy region the

S1 states will be very sensitive to it. It’s conceivable that, even if there was an isolated

and complete vibrational band in the spectrum, the rotational structure would be such

that recognizing it as such would be virtually impossible.

Beyond that, even if such a band was found, vibrational assignments will prove trouble-

some. Our research group has gotten a remarkable amount of mileage out of a simple

polyad model, where a few resonances (In this case, just the Coriolis and Darling-

Dennison resonances that mix ν4 and ν6) are incorporated into our basis states, and all

other resonances are treated perturbatively [99]. However, where this model has worked

well with some isolated issues (namely, the existence of the cis well), near the isomer-

ization barrier the trans geometry is no longer a good model for the structure of the

molecule, and the polyad model will fail in catastrophic fashion.

Perhaps the most fruitful result from these spectra for future investigation is the un-

usual time trace behavior in the photofragment fluorescence. This behavior is extremely

unusual. Somehow, rotational lines in the same vibrational band are excited to different

electronic states of the photofragment C2 in a non-systematic way. A likely scenario is

that the sharp difference in photofragment decay pattern originating from nearby tran-

sitions is related to perturbations in the upper levels of these transitions. Accidental
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degeneracies could account for the wide variation in decay fragmentation properties.

What’s interesting about this is the potential for the decay time trace of the PFAS

products to be used as a sensitive reporter on the properties of the S1 state interme-

diate. What would be particularly valuable is if the accidental degeneracies are with

levels localized in the cis geometry. As convenient as this would be, it’s may not just be

wishful thinking. As discussed in chapter 2, many potential pathways to the fluorescent

photofragments were considered when the PFAS process was studied. The cis geometry

would be a more convenient shape from which to perform H2 elimination, rather than

sequential H dissociation. Due to the production of a hydrogen molecule, the energetics

of this process are quite different than the accepted sequential mechanism. More work is

required in this area, of course, but at this time I am hopeful that the time traces of the

PFAS photofragments can be leveraged to report on the properties of the vibrational

wavefunction of the probed S1 state.

3.5 Future Work

The most obvious work still needed is the observation of more vibrational bands. As

discussed in this chapter, this is a bit of a daunting process, but some experiments

should be fruitful. IR-UV Double resonance experiments will be key to the observation

of all vibrational bands. This also gives the advantage of the possibility to craft the

intermediate vibrational state in order to maximize Franck-Condon factors with final

S1 states of interest. In addition to filling out the remaining bands in the same energy

region observed by this work (recall that several experiments are needed to account for

symmetry and K selection rules), bands of higher energy need to be observed. Experi-

mental constraints limited the energies to which I could carry the experiments, but it’s

not difficult to imagine experiments that bypass the limitations I experienced.

Further work on the properties of the photofragment fluorescence time traces is still

needed. The time traces are easily fit according to the process described in understanding

the PFAS photofragments dissociation mechanisms [7]. However, at the time of this

writing only a small number of lines have been analyzed, and only lines in the hot-band

spectrum. There’s a rich tapestry of information in these time traces, and the first step

in unraveling it is to understand how the photodissociation properties vary among a

large number of transitions.
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There are several additional experiments that could be performed to provide more in-

formation about the photofragmentation process. A few effects could be accounted for

if surveys of bands at much lower energy, where the structure of the states is very

well understood, are conducted. The opportunity to correlate geometry with time dy-

namics is fairly obvious in these experiments, and extensions could be made to more

isomerization-relevant energies. Less obvious is an investigation into which states ex-

actly the time trace variations are reporting on, which is to say whether the difference

in propensity comes in at the one-, two-, or three-photon level. Only changes at the

one-photon level will really be relevant in understanding S1 acetylene, but the other

results could contribute to an understanding of the photofragment species.

Another possible experiment involves dispersing fluorescence from the photofragments,

and examining it in frequency space. This was of course done during the characterization

of the PFAS signal, but from a very select few levels. It’s clear from the time traces that

different electronic states of the photofragments are excited via different S1 states, but

it’s likely also true that the vibrational distributions of the fragments are quite different.

The dispersed fluorescence experiment is sensitive to vibrational state, and a study in

this area could also contribute to an understanding of what we can learn from the time

traces of PFAS.

Perhaps the most important advance that needs to occur is a refinement or replacement

of the polyad model by which we understand S1 acetylene. The usual patterns are broken

in S1 acetylene at very low vibrational energies, but even the patterns defined by our

trans-centric polyad model are guaranteed to fail above the isomerization barrier. We

need to develop a more thorough understanding, perhaps by targeting the cis well and

using a model for both wells in concert, or investigating higher energies, further removed

from the ”weirdness” introduced by proximity to the isomerization barrier, and working

both down from above and up from below to understand the states in the region of the

barrier.

3.6 Conclusion

The advancement of knowledge about acetylene has been a long-lasting effort, with well

over a century of work applied to the problem at this point. Many ideas and techniques

99



which are applicable far beyond the study of acetylene have been produced as a result of

these studies. Many obstacles have stood in the way of a comprehensive understanding

of acetylene, and many of them have been overcome by clever experiments, technological

advancements, and deep knowledge of quantum mechanics.

The current problems standing in the way of a complete understanding of acetylene are

daunting. Assigning the transition state in such a system is completely new territory,

uncharted waters. The usual patterns broke well below the energies now under con-

sideration, and new patterns designed to understand what caused the normal ones to

break are even becoming fairly useless at these energies. This is an intimidating path

to consider, truly investigating the unknown, but as my thesis advisor, Bob Field, likes

to say, and atom is not a bag of atoms. The complete description of isomerization and

transitions states is encoded in the spectrum of acetylene, and with more clever analysis,

and the application of quantum mechanical principles, the spectra of S1 acetylene are

knowable and comprehensible.
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Ã1Au state studied by absorption, laser-induced fluorescence, and H-atom action

spectroscopies. The Journal of Chemical Physics, 110:2042, 1999.

[52] P. Bryan Changala, Joshua H. Baraban, Anthony J. Merer, and Robert W. Field.

Probing cis-trans isomerization in the S1 state of C2H2 via H-atom action and hot

band-pumped IR-UV double resonance spectroscopies. The Journal of Chemical

Physics, 143(8):084310, 2015. ISSN 00219606. doi: 10.1063/1.4929588. URL http:

//dx.doi.org/10.1063/1.4929588.

[53] J. D. Tobiason, A. L. Utz, and F. F. Crim. The direct observation, assignment, and

partial deperturbation of ν5 and ν3 + ν4 in Ã1Au acetylene (C2H2). The Journal of
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