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Abstract

Surface Ejection of Electrons by Laser Excited Metastables (SEELEM) spectroscopy
has been employed to observe the long-lived, highly excited states of acetylene. This
molecular beam technique exploits a surface effect, the Auger effect, in which electron-
ically excited molecules de-excite by interacting with a nearby metal detection surface.
This results in the ejection of an easily detectable electron from the molecule-surface
system. The use of LIF and SEELEM spectroscopies have provided these insights:

i) A small number of triplet vibrational states mediate the ISC of 3vs. These
triplet “doorway” perturbers are assigned to the T3 electronic surface. The coupling
between 3v3 and one doorway triplet state is found to be 0.11(1) cm ™.

ii) The SEELEM-detectable eigenstates may have lifetimes as long as 280 ps. This
suggests that the electronic character of the SEELEM-detectable states is predom-
inantly Sg. These states do have small fractional S; and triplet characters which
provide the excitation probability, the Auger detectability, and the radiative decay of
these states.

iii) SEELEM spectra recorded with different detection surfaces reveal few changes
in the relative intensities of the spectral features despite large changes in surface work
function. This suggests that the detectivity of these eigenstates may be dominated
by their S; character. Two simulations were conducted that partly confirm this
hypothesis.

In addition, a pattern recognition technique, Extended Auto Correlation (XAC),
was developed that extracts patterns from a highly overlapped SEELEM spectrum.
The application of this technique resulted in patterns the accuracy of which are limited
only by the quality of the experimental data.

Metastable photofragments were observed by SEELEM at a number of excitation
frequencies. Although it is not possible to identify the source of this signal, the
number of candidates is narrowed.

Thesis Supervisor: Robert W. Field
Title: Professor
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Chapter 1

Introduction

1.1 Objective

The objective of this work is to understand the interactions between the singlet and
triplet states of acetylene. These interactions govern the intersystem crossing (ISC)
from the laser-accessible singlet manifold to the triplet manifold. Once a molecule is
excited to a triplet state, it will remain in the triplet manifold for a chemically sig-
nificant time (~ 1 ms) because radiative decay from the triplet states to the ground
singlet state is spin-forbidden. So, large amounts of electronic energy can be se-
questered in these states. This energy can be released during a collision, initiating a
chemical reaction. Laser-Induced Fluorescence and Surface Ejection of Electrons by
Laser Excited Metastable (SEELEM) spectroscopies are employed to seek spectral
features that are indicative of ISC.

Acetylene is a good test molecule for our experimental and analytical techniques.
It is an inexpensive, permanent gas, and minimal preparation is required. Our re-
search group and others have extensively studied the vibrational states of the elec-
tronic ground state (the X-state)[2, 4, 178, 136, 81, 83, 84], the first excited singlet
state (the f[—state) (205, 34, 35, 3, 4, 161, 59, 60, 127, 128, 48, 50, 51, 49, 43] and some
of the higher valence and Rydberg states.[9, 109, 185, 160, 110, 112] This provides us
with a strong foundation of knowledge for the present studies.

Acetylene presents a significant advantage for studying ISC: low state density.
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Some rules for ISC have been developed, as reviewed by Avouris, Gelbart, and El-
Sayed, [12] and experimentally verified by, among others, Klemperer [73] and Sneh,
Cheshnovsky, and co-workers.[14, 170, 171, 172, 173, 174, 175, 176, 177]. These rules
work well for large molecules with high state densities, but the high state density
prevents the development of a state-resolved quantum mechanical description of ISC.
The individual eigenstates cannot be experimentally resolved, so an effective Hamil-
tonian model cannot be developed. The low acetylene state density may permit the
resolution of individual eigenstates by standard laser techniques, and an effective ISC
Hamiltonian may be developed.

Finally, the triplet states of acetylene exemplify the long-lived, highly energetic
states of many small molecules that have spin multiplicity different from that of the
ground electronic state. By developing experimental and analysis techniques for the

triplet states of acetylene, a foundation for the study of other molecules is provided.

1.2 The acetylene molecule

Acetylene has five electronic potential energy surfaces below its first dissociation limit,
as shown in Fig. 1-1. These potential surfaces have been the subject of a good deal of
theoretical work.[42, 209, 107, 214, 165, 198, 197, 38, 37, 113] Two of the electronic
states are singlet, the Sy and S; surfaces, and three are triplet, the T, T5, and
Ty surfaces. The Sy surface has a linear equilibrium geometry (the X-state) and a
vinylidene well at ~2 eV. The S;, Ty, and Ty surfaces have trans-bent, cis-bent, and
vinylidene wells. The trans well of the S; surface is referred to as the A-state. The
cis and trans wells of the T; surface are referred to as the d-state and the I;—state,
respectively. Similarly, cis and trans wells of the Ty surface are referred to as the d-
and c-states, respectively. These states are lettered according to their energy order.
The equilibrium geometry of the T3 state has not been calculated, but it likely has a
C; symmetry.[42, 107, 38, 37]

Vibrational bands of the A-X transition are referred to by the notation V¢K™,

where v = b, v = a, [" = n, and K|, = m. A single prime refers to the upper state
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Figure 1-1: The potential energy surfaces of acetylene. This sketches a cut along the
trans bending coordinate through each six-dimensional potential energy surface. The
lowest, dissociation limit is represented by the line marked Dy.
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quantum numbers, and a double prime refers to the lower state quantum numbers.
Normally, the notation would be 3%4Y. The notation used for acetylene reflects the
change in vibrational mode numbering with the change in equilibrium geometry from
linear to trans-bent. The trans-bending mode is v4 in the X-state and Vs in the
A-state. Because the trans-bending mode is the most Franck-Condon active mode,
nearly every observed band involves changes in it. V§ refers to the change in trans-

bending vibrational quanta.

1.3 Previous work on the singlet-triplet interac-
tions in acetylene

A number of workers have contributed to our present understanding of the inter-
actions between the A-state and the background triplet states. These studies show
increasing coupling between the singlet states and the background states as a func-
tion of increasing trans-bending vibrational energy on the S; surface. And, with two
exceptions, all of these studies use LIF as the observable.

The pure triplet states have been observed by optical spectroscopy only twice.
Wendt, Hippler, and Hunziker observed a transition between ground vibrational levels
of the cis-d-state on the Ty surface and the cis-d-state on the T, surface.[207] This
established the energy separation between the two vibrational states. Kanamori and
co-workers observed the same transitions at much higher resolution and were able to
fit most of the data to an effective Hamiltonian that provided a number of molecular
constants for the ground vibrational levels of these states.[189, 190, 90]

The first LIF study of the A-state was conducted by Abramson, et al. [3]. They
noted that the LIF-detectable states have long lifetimes (2-5 us), large collisional
quenching cross sections (17-23x10°% s™! Torr™!, roughly twice the gas kinetic rate),
and quantum beats on some of the fluorescence decays. These indicate that the
electronically excited singlets are strongly coupled with the high density of long-lived

background states.
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Stephenson, Blazy, and King[181] measured the collisional quenching of LIF from
the v§ = 0,1,2 vibrational levels of the A-state. They used acetylene, oxygen, ni-
trogen, Ar, and He as colliding partners. The collisional quenching rate increased
dramatically as a function of trans-bending vibrational energy of the excited acety-
lene molecule. For instance, the quenching rate with acetylene as a colliding partner
increased 3-fold from the vibrationless level to 2v3, while the quenching rate with
nitrogen as a colliding partner increased 30-fold from the vibrationless level to 2vs.
They suggested that a curve crossing near 2v3 could generate a stronger mixing with
the non-fluorescing background states and account for the higher rate of fluorescence-
quenching collisions.

Ochi and Tsuchiya[137, 138] recorded the LIF spectra of the VZK{, ViK{, and
ViK{ bands in a molecular beam with a resolution of 0.1 em™. They noted the
fractionation of individual rotational lines and recorded the fluorescence decay of
many of these features. 3v5 is more fractionated than the other vibrational levels.
Some decays exhibited quantum beats, so a magnetic field of as much as 300 Gauss
was used to observe changes in the frequency and intensity of the beats. Some of LIF-
detectable states split into Zeeman components, as do some of the states responsible
for the zero-field beats. Other background states Zeeman tune through the LIF-
detectable states.

The strong fractionation of 3v; and the Zeeman splitting indicates that the LIF-
detectable states have some triplet character. Ochi and Tsuchiya proposed that the
singlet-triplet mixing is caused by a potential surface crossing between S; and T3 that
is calculated to occur in this energy region.[107, 38, 37] T3 does not have the state
density to account for these observations, so they proposed that the 3v3 state couples
to Ty states through T3. They assigned the states responsible for the quantum beats
to be predominantly Sy with a small admixture of triplet character, probably T}.

Drabbels, et al. [43] recorded high-resolution (18 MHz) LIF spectra of the V3K}
and V{K{ bands. These spectra provide the most detailed look at the LIF-detectable
states to date. These experiments resolved numerous eigenstates that comprise each

fractionated rotational transition. Drabbels, et al. used the Lawrance-Knight decon-
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volution procedure[100, 101, 104] to arrive at couplings between the singlet “bright”
states and the background “dark” states. This showed that few of the LIF-detectable
states are pure singlet. An application of a magnetic field split the LIF-detectable
states into Zeeman components, which demonstrated that the LIF-detectable states
have triplet character. They observed a LIF-detectable state density that is compa-
rable to the expected triplet density, so they concluded that most of the background
Ty and T, states that exist near a singlet state appear in the LIF spectrum.

Dai and co-workers studied LIF from acetylene-Ar clusters.[26, 27, 88] Features
due to the clusters appear in the LIF spectrum 10-30 cm~'to the red of features due
to transitions in the monomer. The energy of the light goes into the electronic and
vibrational coordinates of the acetylene molecule. The Ar atom is more bound to the
A-state than it is to the X-state, so the features appear to the red of the monomer
features. These features revealed information about the structure of the clusters. In
addition, they showed that these features broadened with increasing trans-bending
vibrational energy. The authors suggested that the Ar dissociates on a ~ 10 — 50ps
time scale, followed by emission by the acetylene monomer. They suggest that the Ar
dissociation induces IVR within the A-state, producing the fluorescence. It is possible
that the Ar dissociation also induces ISC or internal conversion, but the experiment
was not sensitive to products of these processes. Further, the authors showed that the
apparent lifetimes of the clusters excited to the vibrationless level of the acetylene
A-state are much shorter than the lifetimes of the monomer excited to the same
vibrationless level. They suggested that the Ar atom induced ISC for this level. This
lifetime shortening effect of the Ar atom was not observed in the higher vibrational
states. This is odd because all the other experiments discussed here suggest that [SC
increases with increasing trans-bending vibrational energy. Perhaps there is a more
complicated explanation for this observation.

Dupré, Green, Field, and co-workers conducted a number of Zeeman anticrossing
experiments on acetylene.[48, 50, 51, 49] When a long-lived background state Zeeman
tunes into degeneracy and mixes with an LIF-detectable state, the mixed eigenstate

lifetime will be longer than the zero-field lifetime of the LIF-detectable state. This
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allows for more of the excited molecules to be collisionally quenched before they
can emit, decreasing the total fluorescence. These decreases in LIF intensity are
called Zeeman anticrossings. Because only triplet states shift in a magnetic field,
thenumber of Zeeman anticrossings observed as the magnetic field is scanned is a
measure of the density of coupled background states that have triplet character. The
anticrossing widths (in Tesla) have a relationship to the coupling strength between
the LIF-detectable state and the background state.

These Zeeman Anticrossing experiments demonstrated several things about the
ISC of the A-state. The most important result was that the number of background
states that couple with ro-vibrational states of the A-state increases with trans-
bending vibrational energy. This increase vastly exceeds the growth in the background
state density.[48] The significance of this is that the coupling between the A-state and
the background states must be increasing, probably due to a curious potential surface
feature. Dupré, et al.[48] proposed two possibilities. One feature they proposed was
the potential surface crossing between the T3 and S; surfaces, but the authors argued
in favor of vibrational overlap between A-state vibrational levels and triplet vibra-
tional amplitude that would accumulate over the cis-trans linear isomerization barrier
on the Ty electronic surface. A-state vibrational levels with increasingly more energy
in the trans bending vibrational mode will have increasing amplitude at linearity and
increasing overlap with triplet vibrational levels that are at an energy just above the
linear cis-trans isomerization barrier. The authors preferred this explanation because
the state density of Tj is low, ~ 0.05 per cm~'.[138] Perturbations due to T3 would
be too infrequent to explain the data.

Theoretical work by Vacek, et al.[197] and by Sherrill, et al.[165] predicted that
the cis-trans linear isomerization geometry on Ty (and Tj, the two states are de-
generate at linearity) lies at 44940 cm™'. This is very close to 3vs at 45300 cm™.
However, this geometry has four imaginary vibrational modes, two cis and two trans,
so it is unlikely that significant vibrational amplitude will accumulate above such a
geometry. Sherrill, et al.[165] explored the possibility that the non-linear cis-trans Ty

isomerization barrier would lie near 3v3. They calculated this geometry to lie ~ 4400
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cm~! below 3v3 which is too large a gap to be due to error in the calculation. They
suggested that either the linear geometry or cis-trans non-linear isomerization barrier
on the T3 surface causes the increase in singlet-triplet coupling.

The Zeeman anticrossing work also demonstrated that the triplet states are more
strongly coupled to the LIF-detectable S; states than they are with the Sy states.[48]
They showed that the triplet eigenstates have electronic character which includes
contributions from more than one of the triplet potential surfaces.[51] They proposed
that the coupling strengths between the electronic basis states have the following
order: Ty ~T; > S;~T > T~S; > S; ~ Sp.[61] They also measured
a number of couplings between LIF-detectable and background states that could be
Zeeman tuned into degeneracy.[48, 50, 51|

Suzuki and co-workers have recently conducted sensitized phosphorescence exper-
iments on the A-state vibrational levels.[186, 166] In these experiments, metastable
acetylene in a molecular beam collides with a target surface coated with biacetyl.
The acetylene transfers its energy to the biacetyl which, in turn, fluoresces. The
emission is observed with a PMT. They recorded the spectrum of a number of vibra-
tional lines. They also measured the decay constant of the metastable signal to be
~ 100 ps. These experiments demonstrated that long-lived, highly excited states can
be accessed by laser radiation.

LIF was useful, but ultimately limited. The LIF data displayed diagnostically
significant trends and isolated measurements in the singlet-triplet interactions. The
background states are not observed directly but only through their impact on the
LIF-detectable states. The information that is available in the LIF signal has been
fully exploited. To learn more, we need an additional observable, something similar to
that used by Suzuki. We want to implement a technique that observes the long-lived,
highly energetic triplet states directly.

Molecules in electronic excited states can give up their energy to a nearby metal
surface, which results in the ejection of electrons from the molecule-surface system:.
These electrons can be detected easily with standard pulse counting techniques. This

is the additional observable. This surface phenomenon is called the Auger effect. This
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effect will be discussed in detail in Chapter 2, including the distinction between this
effect and the one exploited in Auger Electron Spectroscopy.

Molecular beam techniques have been developed to exploit the Auger effect.
Sne and Cheshnovsky developed Surface Ejection of Electrons by Laser Excited
Metastable (SEELEM) spectroscopy.[170] In SEELEM spectroscopy, a molecular beam
is excited by a laser. The molecules then travel in the beam to a Auger detector with
a specially prepared metal surface and electron detection electronics. Auger electrons
produced at the detection surface are detected and recorded. A SEELEM spectrum
is a record of the Auger electron intensity as a function of laser frequency. Only
molecules in states with electronic energy exceeding the metal workfunction produce
Auger electrons. Only molecules in states with long lifetimes can survive the flight
time from the laser-molecular beam excitation region to the detector. SEELEM spec-

troscopy directly detects long-lived, highly-excited triplet states.

1.4 Accomplishments

The objective of this work was pursued by exploring what this additional observable
would reveal about the long-lived, highly excited background states.

An Auger detector capable of detecting molecules in long-lived, highly energetic
states was constructed. This was used to record SEELEM spectra. LIF spectra were
recorded simultaneously.

The SEELEM and LIF spectra of the VK bandreveal that a small number
of background triplet states mediate the ISC of 3v5. These triplet perturbers are
assigned to the T electronic surface. We call this ISC mechanism Doorway-Mediated
Intersystem Crossing, DMISC. The coupling between the 3v3 basis state and one
“doorway” triplet state is found to be 0.11 cm . The SEELEM spectrum is enhanced
near the excitation energy of this T3 doorway perturber.

This model of ISC may account for anomalous observations made in this research
group of the fluorescence of the 2r3 and 33 states in a high applied electric field.

[60, 59] The Stark splitting of the perturbing T3 doorway state could simultaneously
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account for the shorter apparent lifetimes, larger collisional quenching rates, and
smaller fluorescence yield of these states.

The temporal behavior of the SEELEM signal was observed in several ways. The
lifetimes of the SEELEM-detectable eigenstates may be as long as 280 us. This
indicates that the electronic character of the SEELEM-detectable states is predomi-
nantly Sy. These states have small fractional S; and triplet characters which provide
the excitation probability, the Auger detectability, and the decay of these states.

SEELEM spectra recorded with different detection surfaces reveal few changes in
the relative intensities of the spectral features despite large changes in surface work
function. This suggests that the detectivity of these mixed-spin eigenstates may
be dominated by the S; character. Two simulations were conducted to attempt to
determine whether this hypothesis is correct. These show that at least a small fraction
(~ 1 percent) of the molecules in SEELEM-detectable states will de-excite through
their S; character at surface-molecule distances greater than those at which the de-
excitation mechanism through the triplet character is significant (~ 3 A). Although
this is small, this fraction of the excited molecules may account for the SEELEM
signal.

A pattern recognition technique, Extended Auto Correlation (XAC), was devel-
oped that extracts patterns from a highly overlapped SEELEM spectrum. The ap-
plication of this technique resulted in patterns the accuracy of which are limited only
by the quality of the experimental data.

Metastable photofragments were observed by SEELEM at a number of excitation
frequencies. Although it is not possible to identify the metastable state or even the
fragment that is responsible for this signal, the number of candidates is narrowed.

This thesis is available in pdf form at http://rwf.lms.mit.edu/group/theses.html.
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Chapter 2

Experimental Apparatus

2.1 Auger effect

2.1.1 Introduction

The surface phenomenon that is exploited by SEELEM was first reported by Harold
W. Webb, in 1924][206]. Webb’s experimental apparatus consisted a cell with an
electron emitting cathode, accelerating grids, and a photo-electric plate. The cell
was filled with Hg vapor. The Hg atoms were excited by electrons emitted from
the cathode and accelerated by the grids. This atomic excitation was carried to the
photo-electric plate, where it resulted in electron emission signal. Webb considered
the possibility that the signal was due to photons emitted from the Hg. At the
Hg pressures used, photons would be emitted and re-absorbed repeatedly until they
reached the photo-electric plate. However, the signal’s dependence on the dimension
of the cell and on the pressure was not consistent with this process. Instead, the
data indicated that the excitation was physically carried to the photo-electric plate
by excited atoms. Webb had discovered that metastable Hg, probably in the Py
states, could excite electrons from a metal surface.

Later workers called this effect the “Auger effect” because it can be described with
the same quantum mechanical treatment as can another effect that P. Auger reported

in 1925 for a significantly different system.[146] Auger discovered that bombarding
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a surface with x-rays produces electrons. The x-ray ejects an electron from a core
atomic orbital, which leaves a vacancy in that orbital. The kinetic energy of this
ejected electron is dependent on the radiation frequency. Another electron within
the atom falls into the newly created vacancy. The energy released by this ejects
a third electron. Because the energy difference between the core orbitals is fixed,
the kinetic energy of the third electron is not dependent on the radiation frequency.
Auger Electron Spectroscopy (AES) exploits this effect to determine the elemental
composition of a surface. As will be shown, the Auger effect discovered by Webb is
similar in that an orbital vacancy in a metastable atom is filled which results in the
ejection of another electron from the metastable-surface system. For now, the term
“Auger effect” shall refer to the phenomenon that Webb discovered.

Because of the confusion caused by the names of these two techniques, a number
of other names have been used to describe experiments that exploit the Auger ef-
fect, including metastable quenching spectroscopy (MQS), metastable de-excitation
spectroscopy (MDS)[213], metastable-atom electron spectroscopy (MAES)[119, 70],
and metastable induced electron spectroscopy (MIES)[20]. Surface Ejection of Elec-
trons by Laser Excited Metastable (SEELEM) spectroscopy was developed by Sne and
Cheshnovsky[170] A molecular beam is excited by a laser and the resulting metastable
molecules produce detectable Auger electrons at a detection surface.

Surface Penning Ionization electron spectroscopy [19], which is the surface variant
of Penning Ionization, is a related technique. Penning Ionization [134] refers to the
ionization of a atom or molecule by a metastable atom or molecule. For instance,
metastable He(2 3S) with 19.8 eV of excited electronic energy can ionize a ground
state H atom (IP = 13.6 eV). Surface Penning Ionization occurs when a metastable
ionizes a molecule adsorbed to a surface. The Auger effect is distinct in that the
metastable induces the removal of an electron from the metal surface itself. Of course,
this distinction is not appropriate for all physical systems due to surface-adsorbate
bonding. Metastable acetylene (5.6 eV of electronic excitation energy) is not energet-
ically capable of ionizing any of the molecules that are likely to be adsorbed to our

metastable detection surface.
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A large number of workers have exploited the Auger effect to study surfaces. Early
work is summarized in Cobas and Lamb[29], and Hagstrum[64]. Hagstrum wrote
several definitive papers [62, 61, 63, 64, 65, 66, 67, 68]. More recent work includes
that in refs. [31, 30, 164, 19, 213, 71]. Harada, et al. have written a nice review of these
experiments.[70] These workers were interested in studying uncharacterized surfaces
using well characterized metastable noble gas atoms. These experiments are very
sensitive to surface conditions, because the metastable atom de-excites by interacting
with only the top layer of surface atoms. The distribution of kinetic energies of the
Auger electrons is related to the distribution of states at the metal surface.

Other workers have used the Auger effect to study metastable atoms or molecules.
The observation of Auger electrons indicated the presence of metastable species in
the beam. This includes early work of Lamb and Rutherford, who studied the fine
structure of the hydrogen atom[87]. Freund and co-workers studied the metastable
dissociation products that resulted from electron impact on Oy, No, and CO,.[153,
154, 169] They observed long-lived Rydberg atoms. Klemperer and co-workers[73,
108] studied the production of metastable species by electron impact for a large
number of molecules. Intersystem Crossing (ISC) was studied by Sneh, Cheshnovsky
and co-workers[170, 171, 172, 173, 174, 175, 176, 177, 14] where the observation of
Auger electrons indicated that the laser excited molecules undergo ISC instead of
internal conversion. Wodtke and co-workers have studied the metastable NO(a *1I)
states as well as ketene dissociation by exciting the CO photoproduct to a metastable
state and observing it with an Auger detector.[130, 131, 129]

This chapter will introduce the Auger effect and describe a number of experi-
mentally important features of this effect. The experimental apparatus will then be
detailed, which will include a description of the IR-UV cell experiments conducted on
acetylene, the initial SEELEM experiment conducted at UC Santa Barbara, and the
MIT apparatus. A large section of this chapter is devoted to the design and operation
of the MIT Auger detector.
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Figure 2-1: Auger de-excitation mechanism.

2.1.2 The mechanism of the Auger effect

As a metastable atom nears a metal surface, the electrostatic interactions among the
electrons of the atom and metal increase. These interactions lead to the de-excitation
of the metastable atom and, perhaps, to the ejection of an electron.

Figure 2-1 is an energy diagram of the metastable-surface system. The orbitals of
the metastable species are shown on the right, along with an electron in an excited
orbital and a vacancy in a lower orbital. The ionization potential is also shown. The
metal surface density of states is represented on the left. The Fermi level is at the
energy of the highest occupied metal orbital at T = 0 K. The energy required to
remove an electron from the surface is called the work function, ¢,,;esq;, and is shown

on the figure. The electronic states of the two systems can be aligned relative to each
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other. An electron is free with no kinetic energy at the atomic ionization limit and at
the energy of the metal work function. These two points are energetically equivalent.
Two simple mechanisms can account for Auger de-excitation of a metastable atom,
also shown in Fig. 2-1. In the first mechanism, the excited electron fills the atomic
vacancy, and the energy released excites a metal electron to a higher state within the
metal band structure. If the energy of the metal electron exceeds the metal work
function, the electron can leave the surface. In the second mechanism, an electron
from the surface tunnels into the metastable atom, filling the vacancy. The energy
released by this further excites the excited atomic electron. If the energy of the
excited electron is greater than the ionization potential, the electron can leave the
atom. Either way, an electron can be ejected from the metastable-surface system.
Clearly, there is an energy threshold for the creation of observable Auger electrons.
The excited energy of the metastable atom must be greater than the metal work

function to eject an electron from the metastable-surface system.

Estate > ¢metal (21)

If the excited energy of the metastable atom is smaller than the metal work func-
tion, then de-excitation via the first mechanism would produce an excited electron in
the metal, but it would not have sufficient energy to escape the surface. De-excitation
via second mechanism would result in an atomic anion with an electron below the
ionization potential. The excited electron would tunnel into the degenerate, empty
metal orbitals. The metastable atom would be de-excited in both cases without pro-
ducing a detectable electron. Once the excited energy of the metastable atom exceeds
the work function, some of the de-excitations result in ejected electrons. Although
this energy threshold is straightforward for atoms, it is somewhat more complicated

for molecules, as will be discussed.
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2.1.3 Quantum mechanical Auger mechanism

Burhop[21], Hagstrum[64], and others[29, 117, 118] discuss a quantum mechanical
description of the de-excitation that corresponds to the two simple mechanisms. Of
all the electrostatic interactions among the electrons of the metastable species and
metal, the simplest that can account for the de-excitation is the two-electron repulsion
between an electron in the metal and the excited electron on the metastable. Just
like the electron-electron repulsion term in a molecular Hamiltonian, this term has a
“Coulomb” part and an “exchange” part. We will follow the discussion in Chapter 2
of Burhop[21].
The rate of Auger de-excitation (Burhop eq. 2.1 and Hagstrum eq. (7)) is

FAuger de—excitation —

2 e’ 2
7 //1/);,«@6(1‘1) @/{Zmund(rz) m Vexcited(T2) Ymetar(r1)dra dry

(2.2)

where the v, is the wave function of the Auger electron, ¥g,ounq is the wave function
in the ground atomic orbital, 1)ezciteq 1s the wave function of the excited atomic orbital,
and e 1s the wave function of a metal electron. r; and r, represent the positions
of electron 1 and electron 2. The wave functions must be antisymmetric with respect

to exchange of electrons, so

Yi(r1) ¥j(r2) (2.3)

is replaced by the wave function

2% [ihi(r1) ¥j(ra) — ¥i(ra) ¢j(r1)] (2.4)

36



Eq. 2.2 becomes

2w
2
FAuger de—ezxcitation — f | YCoulomb — Vexchange (25)

where

62

T z/)ea:citeal(r2) z/)metal(rl)dr2 drl (26)
r1 — 12

7Y Coulomb = //z/);;ree(rl) ¢;round(r2)

e2

7Y exchange = //¢;ree(r1) w;round(rz) ¢excited(r1) ¢metal (I'z)dl‘z drl (27)

vy —ra|

These two expressions correspond to the simple pictures above. In the Coulomb
term, electron 1 initially occupies a metal orbital and is free after the de-excitation.
Electron 2 initially occupies the excited atomic orbital and, after the de-excitation,
occupies the ground atomic orbital. This corresponds to the first mechanism. The
exchange term corresponds to the second mechanism for similar reasons.

In reality, these quantities are only the leading terms in the set of interactions
between the metastable and the atoms of the surface, but they indicate that the
mechanisms are distinct in two ways. The first distinction is that the Coulomb mech-
anism is stronger at larger molecule-surface distances than is the exchange mechanism.
At long range, the Coulomb mechanism reduces to the emission of a photon by the
excited species. The photon is absorbed by the surface, which ejects an electron
via the photoelectric effect. In contrast, the exchange mechanism requires significant
overlap between the metal and ground state wave functions. The rate of the exchange
mechanism does not become large until the metastable is very close to the surface,
on the order of the radius of a molecular wave function.

This is not to say that Coulomb mechanism always dominates the exchange mech-
anism. The de-excitation rate via the Coulomb mechanism may turn on first as a

metastable nears the surface, but may not become large enough to de-excite the ma-
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jority of molecules before the rate via the exchange mechanism becomes comparable.
Determining which of these mechanisms dominates the de-excitation is the subject of
Chapter 7.

It should be mentioned that the Coulomb mechanism does not have the same wave
vector conservation constraints as does photoabsorption on surfaces. Ashcroft and
Mermin discuss photoabsorption by surfaces in Chapter 15.[8] Only photons with
frequencies that correspond to vertical transitions on a band diagram (transitions
that preserve the wave vector of the metal electron) are possible in metal surfaces
(without assistance from a phonon). When a metastable atom interacts with a metal
electron, the interactions do not constrain the momentum transfer. As described in
C. B. Harris, et al.,[202], the charge density oscillations on the surface induced by an
excited atom can have high wave vector components. The wave vector components
transferred to the surface are high because the size of the perturbing field of the
excited atom is more compact than the field of a photon.

The second distinction between the two mechanisms is that the Coulomb mecha-
nism can only take place if the excited electron in the metastable atom has the same
spin orientation as the vacancy in the ground orbital, which has a well-defined spin
orientation. The electron that fills the vacancy must have the same spin orientation
because the operator in the Coulomb integral 2.6 does not operate on spin coordi-
nates. In contrast, the electron that fills the vacancy in the exchange mechanism
comes from the metal. The spin of the excited electron, which is ejected, can be
of either orientation. Metastables that have a spin multiplicity different from that
of the ground state are limited to the exchange mechanism for de-excitation. This
spin-conserving effect has been observed. Spin-polarized He(2 3S) atoms produce
spin-polarized Auger electrons.[71]

This implies that triplet acetylene and singlet acetylene have different de-excitation
quantum yields, as will be discussed in Chapter 7. Triplets can only be de-excited
by the exchange mechanism, while singlets can be de-excited by both mechanisms.
However, it is not clear whether the de-excitation rate through the singlet character

of an eigenstate will dominate the rate through the triplet character.
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2.1.4 The Auger electron kinetic energy distribution

Hagstrum wrote a particularly clear and thorough description on the mechanism
of the Auger effect.[64] The intent of Hagstrum’s paper is, in part, to derive an
“Auger transform,” an expression that would transform an experimentally determined
Auger electron kinetic energy distribution into the metal surface density of states.
Hagstrum did not attempt to derive the Auger electron kinetic energy distribution
from equations 2.6 and 2.7. Instead, he introduced several factors needed to arrive
at reasonable expressions for the Auger electron kinetic energy distribution. His
discussion is inductive. Each consideration is added to the one before it until he
arrives at a distribution similar to his data and consistent with physical intuition.
Several theses have summarized this paper, including Papaliolios[148], Freund[56],
and Stern[182].

The factors Hagstrum discussed include the initial metal density of states, the
metal density of states at the final energy for the ejected electron, and the direction of
the motion of the excited metal electron within the metal. To account for broadening
of the kinetic energy distribution, Hagstrum included the effects of atomic level shifts
as the metastable atom approaches the surface and the effects of the finite lifetimes
of the initial and final states. The “final state” of the Auger de-excitation leaves a
vacancy somewhere in the metal band structure, which will eventually be filled.

The metal surface density of states (SDOS) is the dominant factor that determines
the Auger electron kinetic energy distribution. The metastable atom can, in principle,
excite any electron in the conduction band structure of the metal surface, as shown in
Fig. 2-1. This results in a kinetic energy distribution of the excited electron within the
metal that is similar to the SDOS from which the electron originated. The SDOS are
related to the metal density of states in the bulk. The bands are narrower but similar
to the bulk bands.[179] Surface plasmons, which are surface charge oscillations, can
also be observed.[213] The portion of this distribution that exceeds the metal work
function, that exceeds the energy threshold shown in eq. 2.1, becomes the Auger

electron kinetic energy distribution after being transformed by several other factors,
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which include the density of excited metal states and the density of free electron
states. As a result, we can conclude that the quantum yield of Auger electrons is
dependent on the excitation energy in excess of the work function and the energy
depth of the conduction band.

Auger de-excitation is somewhat biased toward the surface electrons near the
Fermi level because these electrons extend farther from the surface than do electrons
lower in the conduction band. The Sommerfeld model predicts an exponential fall of
metal electron density outside the surface of e_(\ﬂEBs)),[Ql?)] where s is the distance
outside the surface, and Ep is the binding energy. So, the electron in a metastable
atom will interact most strongly with electrons near the Fermi level. This bias has
been observed in a He(2 *S)-Cs surface experiment by Woratschek, et al.[213].

This picture of Auger de-excitation is further complicated by changes in the
metastable electronic states caused by the surface. Hagstrum discussed, in sections
VIII and IX of ref. [64], how atomic level shifts will broaden the Auger electron ki-
netic energy distribution. As the metastable atom approaches the surface, Fue from
eq. 2.1 may change. Since it is likely that E;,,. will be changing as the metastable ap-
proaches the surface, the Auger electron kinetic energy distribution will be broadened
as different molecules de-excite at different distances, different F ..

In acetylene, the surface would not merely shift the levels. Acetylene bonds to
many surfaces, so the electronic wave functions may completely rehybridize.[215] This
would radically alter the electronic energy of the excited states, which makes it diffi-
cult to know what the energy of an excited electron would be. Fortunately, Hagstrum
shows, in section XIIT of ref. [64], that that the impact of level shifts on the Auger elec-
tron kinetic energy distribution would be limited. Hagstrum arrives at phenomeno-
logical expressions for the metastable-surface distance dependent Auger de-excitation

rate (Hagstrum’s equation (35)):

_ —as
FAuger de—excitation — Ae (28)

The metastable-surface distance is s. Hagstrum calculates values for A and a through
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a fit to data. This clearly shows that the vast majority of the metastable atoms
Auger de-excited before they arrive at the surface. The Auger de-excitation rate
increases rapidly as the metal and atomic wave functions begin to overlap due to the
exchange term (eq. 2.7). De-excitation will be complete shortly after the onset of
rehybridization, so large alterations of the electronic structure of acetylene will not

occur until after the Auger de-excitation has taken place.

2.1.5 Molecular Auger electron energy threshold

While the Auger electron energy threshold in eq. 2.1 is correct for atoms, it is too
simple for molecules. The variation of electronic energy with molecular geometry
means that the energy gap between an excited potential surface and the ground
potential surface will depend on the vibrational state of the excited molecule. Auger
de-excitation will cause a molecule to make a transition from a vibrational state on
the excited molecular potential surface to a vibrational level on the ground molecular
potential surface. If the energy gap between these two states is larger than the metal
work function, Auger electrons can be produced. The work function of Au is 5.1
eV[106], so the Auger electron yield should be proportional to the fraction of the
total fluorescence (see Fig. 4-3) at energies exceeding 41,000 cm™" (5.1 eV).

As a rule, Auger electrons will be produced when the vertical energy gap between
the excited potential surface and the ground potential surface at the geometries of
the classical turning points of the initial vibrational state are greater than the metal

work function.

E turning point > d)metal (29)

This energy threshold rule will not be exact, as in the case of 3v5. The vertical energy
gap between the near-linear turning point of 3v3 and the Sy surface is ~5 eV while
the work function of Au is 5.1 eV. Significant Franck-Condon factors from 3v3 to
low-lying Sy vibrational states allow for the production of Auger electrons.

The T3 potential surface lies at energies similar to the S; potential surface [38,

37], so T3 character in eigenstates near 3v3 may also contribute significantly to the
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SEELEM signal. However, the potential surfaces of S; and T3 have very different
shapes, and little is known about the vibrational nature of the T3 perturbers to 3v3.

Because the Ty and T; potential surfaces lie much lower than either S; or T3 at
most geometries, we believe that these states do not significantly contribute to the Au-
SEELEM signal. The vertical energy gaps between these surfaces and Sy are smaller
than the Au work function at all geometries for T and all but linear geometry for T'.
The linear geometry of Ty is calculated to have four imaginary frequencies, so this
is not a true transition state (with one imaginary frequency) over which significant
vibrational amplitude might accumulate.[38] It is possible, but not likely, that Ty
vibrational character in an eigenstate near 3v3 would be SEELEM-detectable.

It should be noted that the influence of the vibrational state of the metastable

molecule on Auger electron yield has not been experimentally verified.

2.1.6 Surface conditions and Auger de-excitation

It might seem tempting to choose a low work function metal to maximize the Auger
electron quantum yield. However, poor surface conditions can more than offset any
increase due to a lower work function. This includes adsorbates and oxides, which are
easily formed on low work function surfaces. Because the metastable species interacts
with only a very small area of the metal surface, the Auger effect is very sensitive to
surface conditions.

The work function represents a barrier to escape for metal electrons. As discussed
in Chapter 5 of Somorjai[179] and in Chapter 18 of Ashcroft and Mermin[8], the
barrier is formed by surface electrons. The wave functions of these electrons extend
away from the surface into the vacuum. This creates a layer of negative charge just
outside the surface nuclei, which form a positive layer of charge. The energy an
electron requires to traverse this “double layer” is the work function.

The work function can be altered by surface adsorbates which will almost certainly
exist on our detection surface. Although atomically clean surfaces can be formed, our
detection surface will not be clean because the chamber pressure is too high. Our

experiments are conducted at ~ 2 x 10~° Torr, and our chamber has a base pressure

42



of 3 x 10~7. The time required to form a monolayer of adsorbates on a clean surface
is discussed in Chapter 29 of Atkins[11]. As a rule, one monolayer is formed in 3 s at
1x107% Torr. There must be some amount of surface adsorbates, even on a relatively
clean detection surface like Au.

A molecule adsorbed to a surface can form a dipole with that surface either
through polarization or charge transfer, and this can disrupt the double layer. If the
negative end of the resulting dipole points away from the surface, the work function
will increase because the local double layer increases. Adsorbed oxygen exemplifies
this effect. If the dipole opposes the double layer, the work function will decrease.
NH; can decrease the work function of a metal. Table 5.3 in Somorjai[179], cov-
ers many adsorbates and their effects on the work function. Somorjai discusses the
Helmholtz equation (and a variation by Topping) that describes the change in work
function due to adsorbate coverage. Acetylene is not mentioned. No observable work
function change (A¢ < 0.1 eV) was observed in the ultraviolet photoelectron spec-
trum of acetylene on Pd(111).[164] The effect of acetylene adsorption may be minor.
Alkali metals dramatically decrease the work function. This is due to partial ioniza-
tion (charge transfer) of the alkali by a surface with a larger work function. The alkali
atom on the surface with a partial positive charge disrupts the negative layer. Ander-
sson and Jostell decreased the work function of a Ni(100) surface (¢ = 5.22[106]) to
~ 2 eV by coating with a sub-monolayer of Na or K.[159] (This work was done at very
low pressure, 1 x 1071% Torr, so this would not be applicable under our conditions.)

Adsorbed acetylene will not entirely prevent metastable acetylene from de-exciting
through the metal electrons. This is important because metastable acetylene (~5.6
eV) does not have sufficient excitation energy to surface Penning ionize surface bound
acetylene, which probably has an ionization potential near that of free acetylene (11.4
eV). If acetylene is shielded from the surface by adsorbates, the origin of our Auger
signal would be unclear. Sesselmann, et al.,[164] reported the Auger electron kinetic
energy distributions of metastable He on adsorbate covered Cu and Pd surfaces.
While adsorbates like CO shielded the surface from the metastable atom, acetylene
did not. The Auger electron kinetic energy distribution of metastable He('S) on
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1 x 1077 Torr acetylene on a 300 K Pd(111) surface indicated that the metastable
was able to de-excite by interacting with the metal.

Different faces of single crystals have different work functions. The work function
of polycrystalline surfaces will vary with the degree of surface roughness. Besocke, et
al. showed that the work function decreases linearly with increased step density on
a single crystal Au surface.[16] The work function decreases by several tenths of an
eV. The dipole associated with edge Au atoms is not as large as those of a Au atom
in a flat surface. As a result, increased edge Au atom density decreases the effective
work function.

The Auger electron quantum yield is sensitive to surface temperature. Surface
temperature can alter the apparent work function by increasing the number of elec-
trons that occupy high lying states in the conduction band. This effect is small,
typically —1 x 10~* eV/C.[218] The other, more significant effect of temperature is
that it can thermally desorb adsorbates. A cleaner surface can significantly increase
the Auger electron quantum yield, as will be demonstrated in section 2.3.3.

High temperatures can also drive off an oxide layer, but this requires low pressures
and high temperatures. Dushman and Lafferty, Chapter 11 of ref. [52], presented a
thermodynamic equation for predicting the loss of an oxide surface from a metal.
They present data for many common metals, mostly from the first row of the d-
block. Hy and CO can be used as reducing agents. Hy is preferred because CO can
make volatile and unstable carbonyl complexes. The solid metals we use as detection
surfaces require ~1000° C to remove an oxide layer.

If a surface gets hot enough, it will emit electrons thermally. These electrons will
be indistinguishable from Auger electrons formed at the same surface. Thermionic
emission is described by the Richardson-Dushman equation.[8] This requires much
higher temperatures than we use for the our solid metal detection surfaces.

Acetylene surface chemistry will certainly affect the surface conditions, but pre-
dicting how this will affect Auger de-excitation is difficult. Acetylene surface chem-
istry is heavily dependent on the surface material, surface temperature, and acetylene

pressure.[215, 114, 133] The rate of each of the many reactions has a unique temper-
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ature dependence. Because of these complications, as well as the uncharacterized
nature of our polycrystalline detection surface and the high operating pressures of
our experiments, it will be difficult to draw conclusions from a detailed look at this

issue.

2.1.7 Other considerations

Molecules in high-lying vibrational states of the ground Sy potential surface do not
excite electrons from a surface.[73] Vibrational energy can impart excitation to metal
electrons,[92] but the transfer is strongest when one vibrational quantum is transferred
to the surface at a time. This can be thought of as a residual effect of the vibrational
selection rule. It is unlikely that a single metal electron will be the recipient of
sufficient vibrational energy to be ejected from the surface. Evidence that vibrational
energy is not Auger detectable was provided by Klemperer and co-workers [73] and
Sne and Cheshnovsky.[170, 171]

The translational energy of metastable species has been shown to have no effect
on the Auger electron quantum yield at typical molecular beam velocities.[130, 131]
It should be noted that acetylene moving at 1 mm/us (a typical velocity in our
experiments) has only 0.12 eV of translational energy.

Hagstrum discusses other surface-atom interactions[64]. If an ion approaches a
surface, an electron can neutralize the ion (filling the vacancy) and the energy released
by this can excite another metal electron above the work function. Hagstrum discusses
this process, called Auger neutralization, in section IIT and Fig. 2 of ref. [64]. He
also discusses resonance processes. The energy of the excited electron of a metastable
atom can lie above the Fermi level of the surface. The electron will be resonant with
empty metal states and can tunnel into these states, which leaves an ion behind.
This ion is then Auger neutralized. Hagstrum discusses this process, called resonance
de-excitation, in section IT and IX and Fig. 1 of ref. [64]. This is how long-lived
Rydberg states are likely to de-excite on all surfaces but those with the lowest work

functions.[87, 153, 154, 169]
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Figure 2-2: IR-UV LIF static cell experimental set up.
2.2 Experimental details

Three experimental apparatuses were used in this work. An IR-UV emission exper-
iment on acetylene was carried out in a cell. The initial SEELEM experiment was
conducted in UCSB. An apparatus was constructed at MIT which was used to record

IR-LIF, UV-LIF and SEELEM spectra.

2.2.1 Infrared LIF static cell experiments

A series of LIF experiments were carried out on acetylene in a static gas cell. IR-LIF
and UV-LIF spectra were simultaneously acquired as a laser scanned the regions of

the V3K and VZK{ bands. The experimental set up is shown in Fig. 2-2.
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The cell was filled with 150 mTorr of acetylene. Acetylene cylinders contain
acetone to stabilize the acetylene as well as some air. Acetylene from a cylinder was
frozen with liquid nitrogen and the non-condensable gases like oxygen and nitrogen
were removed with a diffusion pump. The acetylene was then thawed, and the process
was repeated. The acetylene was then flowed through a trap cooled to the pentane
freezing point by a pentane/liquid nitrogen slurry to remove the acetone.

The acetylene was excited by frequency doubled radiation from a Lambda Physik
FL3002 dye laser with intracavity etalon. The dye laser is pumped by the third
harmonic (355 nm) of a Continuum NY-61 Nd:YAG laser at 20 Hz. The laser was
pressure tuned with SFg. The dyes used were Coumarin 440 and 450. UV light was
generated by doubling the dye laser output with a S-BBO crystal. The doubled light
was separated from the fundamental light with two 60° prisms. The light was focused
by a 50 cm quartz lens, so that the focal point was at a hole in the center of the off-
axis paraboloid mirror. As a result, the laser beam expanded as it traveled through
the cell.

The laser power was limited to 5-10 pJ to avoid the formation of polyacetylene
on the widows. This was a persistent problem. With time, the windows would be
coated with polyacetylene, which absorb the IR emission. Particularly strong laser
pulses (> 10 uJ) would create a visible piece of white junk on the entrance window,
which would interfere with the laser beam and emit strongly in the IR. The windows
had to be removed and cleaned with CeO polishing power.

A PMT (RCA 4501-V4) collected acetylene UV fluorescence through a S1-UV
window in the side of the cell. The collection optics were S1-UV. The PMT output
was amplified (LeCroy VW100B pre-amplifier) and sampled by a boxcar integrator
(Stanford Research Systems SR 250, gated over only 70-79 ns). The averaged (10
shot) boxcar output was acquired by a computer.

A Ge photodiode (EO-817A North Coast Scientific, now Edinburgh Instruments,
800-1700 nm, 0.2 ms time constant) collected acetylene IR fluorescence through S1-
UV laser beam entrance window on the end of the cell. The fluorescence was reflected

by an off-axis paraboloid mirror toward the Ge detector. The fluorescence was filtered
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by a long pass interference filter followed by a long-pass color filter (1000 nm cutoff,
Oriel) to minimize the impact of laser scatter and UV fluorescence on the IR-LIF
spectrum. A boxcar integrator (Stanford Research Systems SR 250) sampled the
detector signal. The averaged (10 shot) boxcar output was acquired by a computer.
It should be noted that the Ge detector was very sensitive to IR emission from the
Nd-YAG laser.

The radiation frequency was calibrated with a Tellurium absorption cell.[24] A
back reflection off of the first frequency-separating 60° prism was directed through
neutral density filters and then to a 3%Tey cell. The cell was inside an oven that
heated the cell to 520° C. The light that emerged from the cell fell on a photodiode.
A boxcar integrator (Stanford Research Systems SR 250) sampled the photodiode
signal. The averaged (10 shot) boxcar output was acquired by a computer.

The IR and UV fluorescence signals were recorded as functions of laser power. To
acquire laser power data, the transducer was removed from an Ophir PE-10 power
head and positioned to intercept the laser beam after it exited the cell. The resulting
signal from it was sampled by a boxcar (Stanford Research Systems SR 250). The

averaged (10 shot) boxcar output was acquired by a computer.

2.2.2 UCSB experimental apparatus

The experimental apparatus in the UCSB laboratory of Prof. Alec Wodtke was used
for the preliminary SEELEM experiments. It consisted of a doubly-differentially
pumped vacuum chamber, an excimer pumped dye laser, and a pulsed nozzle mounted
to a goniometer. It is similar to that used by Wodtke and co-workers for other
experiments.[44, 130, 131] This work is reported in Humphrey, Morgan, Wodtke,
Cunningham, Drucker, and Field[79].

Acetylene (Matheson) was flowed through a trap at —100° C to remove acetone
and then mixed with Hy, He, or Ne at a concentration of 6-8 percent. Each mixture
also contained ~ 0.2 percent CO for diagnostic purposes. The mixture at 2 atm. was
passed through a 1 mm diameter pulsed nozzle (General Valve), operating at 10 Hz,

into a diffusion pumped vacuum chamber at ~ 2 x 107> Torr. The molecular beam
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was collimated 3 cm downstream from the nozzle by a 3.5 mm diameter electroformed
skimmer.

The molecular beam was excited by a XeCl-excimer pumped frequency-doubled
dye laser (20-ns pulses tunable between 227 and 206 nm, ~ 2 mJ, 0.35 cm-1 band-
width). The light crossed the molecular beam 2-3 cm after the skimmer. 5 cm down-
stream from the laser-molecular beam excitation region, the molecular beam passed
through a 1-cm-diameter aperture into a differentially pumped detector chamber at
5 x 10~7 Torr.

The molecular beam enters the homemade Auger detector.[130, 131, 129]. Biased
plates, mounted on either side of the Auger detection entrance, prevented ions the
entering the detector. They had a potential difference of 100 Volts. The Au surface,
heated to 250° C, was located 21 cm downstream of the laser-molecular beam exci-
tation region. The Auger electrons were steered by a repeller plate (-1000 V) onto a
stack of 3 micro-channel plates, which operate in saturated gain mode and amplify
the ejected electrons. A discriminator converts the signals to TTL pulses. A multi-
channel scalar (MCS-II, Tennelec, now Oxford Instruments) records the delay of the
TTL pulses with respect to the laser pulse. In this way the time-of-flight (TOF) pro-
file of the detected metastables was recorded. This is also called a “TOF spectrum,”
but we shall refer to it as a “TOF profile” to distinguish it from spectra we record as
a function of laser frequency.

The TOF profile is used to distinguish between signals resulting from metastable
acetylene and metastable photofragments. First, the laser excites the Ry(0) transition
in the a *TI(v= 0)+- X 'S*(v= 0) absorption band of the trace CO in the sample-gas
mixture. CO(a ®II) has a lifetime on the order of 3 ms and was detected at the Au
surface as previously reported.[151] CO does not dissociate at this excitation energy,
so its TOF profile provides a measure of the molecular beam velocity distribution.
The portion of the acetylene TOF profile that coincides with the CO TOF profile is
intact metastable acetylene. If there is a peak in the acetylene TOF spectrum earlier
than the CO peak, it is due to dissociation products moving ahead of the intact

molecules in the beam. Due to the Jacobian transformation from the frame of the
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molecules in the expansion to the laboratory frame, one normally observes only those
fragments that move faster than the molecular beam velocity.

Metastable photofragments were selectively detected by redirecting the molecular
beam away from the Auger detector. The nozzle and skimmer were mounted on a
goniometer. The goniometer’s axis of rotation lies along the laser beam, so the loca-
tion of the laser-molecular beam excitation region remains fixed, but the molecular
beam is rotated away from the detector. When the photofragments recoil from the
molecular beam, the off-axis velocity due to translational energy release of the disso-
ciation may redirect the photofragments toward the detector. Using a beam of CO,
we can determine the molecular beam rotation needed to prevent detection of intact
metastable acetylene. Any remaining peaks in the TOF spectrum must be due to
metastable photofragments.

For SEELEM spectra, a section of the TOF profile resulting from a set number
of laser shots was integrated and recorded. Then the laser frequency was stepped
and the process was repeated. Metastable photofragments could confound analysis of
these spectra, but were easily discriminated against by integrating the TOF profile
over a range of arrival times close to that of the peak in the CO TOF profile. We
did this to ensure that the SEELEM spectra are not contaminated by multiphoton
processes, but this points out the danger of attempting such a metastable quenching
experiment without velocity resolved methods.

LIF and SEELEM spectra were recorded simultaneously. A Hamamatsu 215R
PMT was placed to detect UV fluorescence perpendicular to the molecular and laser
beams. A Schott UG-11 filter was used to reduce scattered laser light. The fluores-
cence signal was processed by a boxcar integrator (SRS 250 gated from 270 ns to 1.53
ps), acquired by computer.

The lifetimes of the metastable states were measured by comparing SEELEM
intensities for molecular beams with different speeds. The lifetime of the metastables
will affect the signal strength if the lifetime is similar to the flight time. Hy and He
were used for the V3K{ transition, and He and Ne for other A-state transitions. The

LIF signal is used to normalize the metastable signal. The efficiency of transport of
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the metastables to the detector is assumed to be identical for the two molecular beams.
Recent CO metastable imaging experiments show a negligible difference in the angular
divergence of a He vs. Ne seeded CO beam[86]. Acetylene, with a similar mass, is
assumed to behave similarly. The Auger electron ejection efficiency is assumed to
be independent of velocity, a result which has been verified for CO[130, 131]. These

results are discussed in Chapter 6.

2.2.3 MIT experiment
The Auger detector

This section will discuss the previous Auger detector designs, the design issues we
considered, and the final detector design.

Previous Auger detector designs
Three Auger detector designs have been used to detect molecules: solid metal heated
to the thermionic limit, alkali metals, and clean solid metals. Other designs, especially
ones designed to accurately measure the Auger electron kinetic energy distribution,
will not be discussed. Refs.[217, 75] are very good reviews of Auger detector design.

One of the simplest designs was one developed in the Klemperer group.[182] In
one case, the first dynode of an electron multiplier acted as an Auger detection
surface.[153] In a second case, a Ta filament was incorporated into the entrance of a
Bendix Model 306-1 Magnetic Electron Multiplier. Once Auger electrons were pro-
duced, they were amplified by the electron multiplier. A large current was applied
to the Ta filament, heating it to 900 K by virtue of the filament’s resistance. The
temperature could be raised to the thermionic limit, the temperature where the metal
starts emitting electrons thermally. Elaborate heat sinking was necessary to keep the
multiplier from overheating. Freund sent us one of these multipliers. The design is
simple, and the surface temperature can be quite high, but the surface size is small.
Also, the large heating current created large magnetic fields that interfere with the
Auger electron collection.

A more complicated variant of this design is called the “Venetian blind” detector.
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[154, 218, 116] An array of thin metal strips are positioned like half-open Venetian
blinds, so each strip is at a 45° angle to the molecular beam. Auger electrons are
guided through the strips to an electron multiplier behind the array of strips. Again,
a current is applied to the array of strips to raise the temperature. Building this
detector is harder than other designs, and the surface material cannot be changed.
It does have a large detection area and collecting the Auger electrons is easy. The
heating current can be run through the strips in alternating directions to minimize
the effects of the magnetic fields on Auger electron collection.

The Klemperer group built a detector that used alkali metals as detection surfaces|73,
72, 108]. Cs or Na was evaporated from an oven onto one side of a rotating Cu rod
~5 mm in diameter. A molecular beam impinges on the opposite side of the rod.
Electrons formed at this surface were guided into a channeltron electron multiplier.
Thermal electron emission is a problem, so the rod was in thermal contact with a
liquid nitrogen cooling block. We have the parts of one of these detectors acquired
from the Klemperer group. The alkali metal provides a low work function detection
surface, but the surface is small.

The Cheshnovsky group also built an Auger detector using alkali metal as de-
tection surfaces.[174, 176] The central design concept was a detection surface angled
with respect to the molecular beam. An alkali metal oven was mounted under the
detection surface. An effusive beam of alkali atoms continuously coated the detection
surface. The molecular beam entered the detector at a right angle to the alkali beam.
The Auger electrons were accelerated toward the microchannel plate electron multi-
plier at right angles to both the alkali and molecular beams. The detection surface
had to be angled with respect to all three axes to intercept both beams and give off
electrons directly into the electron multiplier. A large, low work function surface is
provided. However, the slanted surface broadens the TOF profile.

The Wodtke group studied dissociation using a solid metal Auger detector men-
tioned above.[130, 131, 129] They selected a Ni detection surface based on its intrinsic
cleanliness. The 25 mm diameter detection surface was placed in a Cu mount that

was heated by a cartridge heater to ~ 300° C. Auger electrons are accelerated into a
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set of microchannel plates. This design is simple, but the surface temperature is lim-
ited. The microchannel plates were not thermally isolated from the detection surface
and would get hot enough to thermally emit electrons. This also requires operating
pressures less than 1 x 10~¢ Torr.

The quantum yield of detection varies considerably with Auger detector design
and metastable species.[217, 75] In a stainless steel cell especially designed for high
quantum yield, Dunning, et al., achieved quantum yields of 0.7 for He(2 35).[47] Other
detectors have much smaller quantum yields. Lisy estimated that the Klemperer Cs
detector has a quantum yield of 1 x 1072 to 1 x 10~ for a large number of small
molecules.[108] Sneh and Cheshnovsky report that their alkali metal detector had
a quantum yield of 5 x 1072 to 1 x 1073, with triplet pyrazine giving the highest
yield[173, 174].

The design of the MIT Auger detector
One of the important design objectives was to provide a way to switch solid metal de-
tector surfaces without opening the chamber. The solution was the use of a wheel with
four positions for 25 mm diameter detection surfaces, as shown in Figs. 2-3. During
an experiment, one of the four surfaces is in a position to intercept the metastable
molecules in the free jet. The wheel could be rotated from the exterior of the vacuum
chamber, allowing the operator to change the detection surface quickly. The wheel is
made of oxygen-free high-conductivity (OFHC) Cu. The large detection surfaces can
collect a large fraction of the solid angle of the free jet. Figures 2-4 and 2-5 show the
important components of the detector in the solid metal configuration. Most of the
supporting framework is not shown. Au, Ag, Cu, Y, Gd, and Sm have been used as
detection surfaces. Cu has the largest observed yields for metastable acetylene.

A second design objective was to provide a way to use alkali metals as detection
surfaces. Alkali metals must be continuously evaporated onto the detection surface.
The solution was the use of another wheel, shown in Fig. 2-6, which is a solid piece of
OFHC Cu upon which we plated Cs. During operation, the wheel is rotated, and Cs is
continuously plated on the wheel. Figs. 2-7 and 2-8 show the important components

of the detector in the alkali metal configuration. Most of the supporting framework
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Figure 2-4: Front view of Auger detector.
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Figure 2-5: Side view of Auger detector.
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Figure 2-6: Wheel upon which alkali metals can be plated.
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is not shown. We can switch from a solid metal detection surface to an alkali metal
detection surface without having to alter the rest of the detector.

Each wheel is supported on a 1/4 inch stainless steel tube that serves many pur-
poses. The wheel is attached to the tube by a stainless steel fitting. One end of the
tube is held in an Ultratorr fitting, and the other end exits the back of the chamber.
This tube supports the wheel and provides a way of rotating the wheel. This allows
one to select which solid metal foil acts as the detection surface when the chamber
is evacuated. Also, it allows for continuous rotation during Cs plating. The distance
between the detector and the nozzle can be adjusted by pushing or pulling on this
tube. The cooling water exited the detector through this tube, which serves as a
source of cooling for the wheel.

While the tube provided exceptional control and flexibility, it also has a weakness.
The continuous rotation during Cs plating wears out the Viton o-ring in the Ultratorr
fitting. Within a few days of experiments, it would begin to leak, which caused
background signal that varied with wheel position. The background signal is probably
due to oxygen anions formed at the surface from water that leaks through the o-ring.
Anion formation will be discussed in section 2.3.4. This is the part of the detector
most in need of improvement.

The solid metal detection surfaces are heated by a cartridge heater (Omega CIR-
1014/120) up to 300° C. This temperature is well below the thermionic limit of the
solid metals we use. The temperature was monitored with a K-type thermocouple
attached to the back of the wheel. To allow for rapid equilibration, the surface
was cooled through the tube. Simultaneously heating and cooling the wheel speeds
thermal equilibrium of the wheel. The heater is positioned behind the solid metals in
a holder shown in Fig. 2-9.

Cs was evaporated onto the Cu wheel by an oven, as shown in Fig. 2-10. The oven
is heated by cartridge heater. A thermocouple attached to the middle of the oven
monitored the temperature. Originally, the oven was in contact with cooling surfaces
at both its front face and back. This cooled the oven too much and too unevenly.

Contact at the back was eliminated, and surfaces on the oven holder that contact the
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Figure 2-7: Front view of Auger detector in the alkali metal configuration.
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Figure 2-9: Cartridge heater holder.

oven were milled away to reduce cooling through the front of the oven. The SEELEM
signal is a sensitive function of the oven temperature. Oven temperatures of 130° C
are optimum. Temperatures over 170° C empty the oven quickly. Refs.[6] and [139]
discuss the properties of alkali metals.

The oven is designed so that a 1 g ampoule of Cs can be loaded by simply breaking
off the top of the ampoule and inserting the Cs, ampoule and all, into the oven. The
oven is loaded in a nitrogen-filled glove box because the Cs will oxidize very quickly.

We were able to observe the Cs plating through a window in the chamber. The
Cs appeared as a black coating with a few sliver specks. CsO is black. It is not
clear whether the Auger electrons were being emitted from the Cs metal specks or
the CsO. CsO can have a low work function and is used as a photocathode material
in IR-sensitive PMTs.

Excess Cs must be removed from the detector after Cs experiments. The chamber
is purged with nitrogen. The oven is removed from the chamber and placed in a

desiccator. The oven is then transported to a hood and placed for a time in a large

61



Hole tapped for 4-40 screw

I 114 . 1" _’1

-t 1/4

1/16 inch hole

—»{a1/32 (nozzle)

Bored out to 3/8 and
Tapped for 1/8 NPT
for Cs ampuole

Figure 2-10: Cs oven

glass crystallizing dish to slowly oxidize the residual Cs in air. Later, water is slowly
sprayed on the oven. The Cs will oxidize to CsOH, giving off hydrogen gas. A large
concentration of hydrogen gas will explode spontaneously, so the hood sash was kept
as low as possible and the water was added slowly. The oven is clean when there is no
visible residue. The rest of the detector was moved to the hood and treated similarly.
Sand was kept on hand in the event of a Cs metal fire.

Two plates, called ion deflectors, are placed in front of the detection surface and
electron optics. A voltage is applied to these plates (+10 volts) to deflect changed
particles from the free jet before they reach the detection surface.

The electron optics were designed to effectively guide electrons from the 25 mm
diameter detector surface to the electron multiplier mounted below. A series of sim-
ulations were run with a software package called SIMion. Using the results of these
simulations, a horseshoe shaped repeller which surrounds three sides of the surface
was designed. A small negative voltage (-1 V) is placed on the repeller to push elec-
trons toward the multiplier. The repeller imposes a “stadium” electrostatic potential.

Electrons escaping the surface travel toward the center and down. A screen has been
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placed in front of the repeller to keep the electrons from escaping.

The Auger electrons are amplified by a discrete dynode electron multiplier (ETP
AF831), which was selected because it can function at high pressure, because it has a
high bias current, and because it provides a large entrance aperture. The detector is
used in a single chamber vacuum system with pressure of ~ 1 x 10~° Torr. This ruled
out microchannel plates, which leaves three options: discrete dynode (ETP), chan-
neltron (Galileo Corporation), and microsphere plates (El-Mul Technologies). The
discrete dynode electron multiplier was selected because it has the highest current
(~ 1 mA) and, therefore the highest count rates. The higher the count rate, the more
signal can be processed without saturating the detection system.! The multiplier was
heated to 50° C with a cartridge heater (Omega CIR-1014/120) to desorb adsorbates
from the dynodes. Adsorbates that are struck by electrons flowing through the mul-
tiplier can poison the dynode surfaces and reduce the amplification of the multiplier.
The multiplier has a maximum voltage of 3000 Volts. Typically, the voltage was
2700-3000 Volts. The multiplier has a maximum operating pressure of 1 x 10~* Torr.
A Ni box covers the multiplier on five sides. The back is left open for the signal
connections.

The output of the multiplier was fed into the circuits shown in Fig. 2-11 a) and
b). The first circuit resulted in 10 ns FWHM pulses with a lot of ringing. The second
peak was ~1/3 the size of the first peak. The ringing was caused by the long cable
needed to carry the signal out of the vacuum chamber. The second, improved circuit
produced single pulses with a 4 ns FWHM.

The pulses are recorded by one of two pulse counting systems. The first sys-
tem consisted of a Stanford Research Systems SR400 photon counter. This has a

discriminator, which converts pulses of a sufficient magnitude to TTL pulses, and a

!The maximum count rate can be determined by calculating the signal current as a fraction of
the bias current flowing through the multiplier resistor network. The signal current is equal to the
product of the charge of one electron, the gain, and the number of electrons per second (the count
rate). When this is larger than ~15 percent of the bias current, the gain of the multiplier starts to
decrease. So, at some count rate, the size of the pulses due to a single Auger electron fall below the
discriminator level, and the number of counts stops increasing with the number of Auger electrons
produced. The higher the bias current, the higher the maximum count rate.
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Figure 2-11: Circuits that couple pulses from the electron multiplier to the pulse
counting electronics
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Figure 2-12: Side view of vacuum chamber and essential components.

pulse counter. The number of counts was recorded by computer. The second sys-
tem (installed April 26, 1999) consists of a Ortec 9302 discriminator and a Tennelec
multichannel scaler (MCS-1I, Tennelec is now owned by Oxford Instruments). This
system is superior because it acquires a full TOF profile each shot and because it
records the number of counts in many regions of the TOF profile simultaneously.

Water cooling isolated the rest of the detector from the hot detection surface or
oven. Water was circulated from an ice-filled reservoir through the detector.

The body of the detector was made of brass because of its relative strength and
thermal conductivity. This was a mistake because brass has ~35 percent Zn[125],
which will have a vapor pressure of ~ 1 x 107® Torr if heated to ~ 100° C[156]. Al
would have been a better choice.

The detector was typically positioned so that the detection surface was 10-20 cm

from the laser-free jet excitation region.
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Figure 2-13: Top view of vacuum chamber and essential components.

Vacuum chamber

The vacuum chamber consists of only a single chamber, as shown in Figs. 2-12 and
2-13 in its final configuration with the Gentry-type pulsed valve. The chamber is
pumped by a single diffusion pump (Varian VHS-6) with liquid nitrogen trap (Varian
362-6). We use Santovac pumping fluid in the diffusion pump. The diffusion pump
is backed with a Welch 1374 mechanical pump through ~11 m of 10 cm diameter
vacuum line.

The chamber base pressure is 3 x 10~7 Torr as measured with a Bayard-Alpert
ionization gauge. Pressures of 4 x 10~® Torr could be reached with baking.

There is no skimmer in the chamber. No molecular beam is formed; we simply

have a free jet.

Molecules

Acetylene (BOC, atomic absorption grade 2.6) is used as is or was mixed with He-
lium. Acetylene cylinders contain acetone to stabilize the acetylene and a trace of air.
For the Cs-SEELEM experiments (spring of 1999), the acetylene is frozen with liquid

nitrogen and the non-condensable gases like oxygen were removed with a diffusion
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pump. The acetylene is then thawed, and the process is repeated. To remove the ace-
tone, the acetylene is then flowed through a trap cooled to -75° C by an ethanol/liquid
nitrogen slurry.

Two pulsed nozzles were used to expand the acetylene into the vacuum chamber.
Initially, a General Valve Series 9 pulsed nozzle was used. It uses a solenoid to open
the nozzle. It has a minimum open time of 270 ps and a 1 mm diameter orifice.
With the nozzle running, the typical chamber pressure was 8 x 10~% Torr with a He-
acetylene mix at 4 atm. backing pressure and was 1 x 107° Torr at 2 atm. of pure
acetylene. The chamber pressure appears lower with the He-acetylene mix because
the Bayard-Alpert ionization gauge has a low sensitivity to He. The typical foreline
pressure was 15 mTorr with a He-acetylene mix at 4 atm. and 6 mTorr at 2 atm. of
pure acetylene.

A Gentry-style [200] pulsed valve (R. M. Jordan) was installed (December 12,
1998). The nozzle is opened when a large current (up to 5000 Amps) is pulsed

)

through a “hairpin,” a folded, flat piece of metal. The magnetic field induced by the
current in one half of the hairpin opposes the magnetic field induced in the other half,
which pushes the hairpin apart. This is positioned to open a 0.5 mm orifice for as
little at 60 ps. With the nozzle running, the typical chamber pressure was 1 x 107°
Torr with a He-acetylene mix at 2 atm. backing pressure and was 2 x 10~ Torr
with 2 atm. of pure acetylene. The typical foreline pressure was 12 mTorr with a
He-acetylene mix at 2 atm. and was 7 mTorr with 2 atm. of pure acetylene.

An expansion through the General Valve nozzle produced a rotational temperature
of ~13 K, although the intensities of the transitions could not be fit to a single tem-
perature. Lower rotational levels had a larger fraction of the population than would
be expected for a rotational temperature of 13 K. UV-LIF intensities of rotational
lines that terminate on the same final state were compared to measure the relative
populations of the initial states. For example, the intensity of R(0) was compared
to the intensity of P(2). Both terminate on J* = 1. The intensities were adjusted

to account for the different line strength factors of the transitions. The emission

strengths of the lines are different because transitions populate a different set of M ;-
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Figure 2-14: Velocity distribution of metastable acetylene compared to the expected
velocity distribution.

components of the upper state and the PMT could only see light that was emitted
along a particular lab axis. R(0) only populates the M=0 level, while P(2) populates
all three M-components of J' = 1. The intensities were adjusted through the use of
the appropriate direction cosine matrix elements taken from Hougen’s monograph.[76]
The comparison of R(0) and P(2) indicated that the rotational temperature was ~5
K. Similar comparisons of higher Js indicated that the rotational temperature was
warmer. The rotational temperatures leveled off at 13 K as J increased.

The velocity of the free jet could be modeled using the formulas presented by
both Miller[121] and by Morse[132], but the velocity distribution as revealed in the
SEELEM TOF profiles could not. As shown in Fig. 2-14, the TOF profile is much
broader than a distribution based on a terminal beam temperature of 13 K, the rota-
tional temperature. This is not due to detector saturation. As shown in Section 6.2,
TOF profiles on peaks the intensities of which differ by a factor of 14 have the same
widths. The explanation for the wide velocity distribution is not known, but may be
due to the small size of the vacuum chamber and the lack of a skimmer.

As will be discussed in Chapter 8, extreme rotational populations could be pro-
duced. We optimized the expansion conditions so that J=4 was the most populated
rotational state in the (00010) Sy vibrational state. The backing pressure was 2 at-

mospheres of pure acetylene. The nozzle-laser delay was set to maximize the R(4)
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Figure 2-15: LIF signal of VIK{ under expansion conditions to enhance J"” = 4.

transition of VIKY. To increase the population of the (00010) vibrationally excited
initial state, the flange the nozzle is mounted on was wrapped in heating tape and
baked during the experiment at ~60° C. This produced a very warm rotational pop-

ulation distribution, as shown in Fig. 2-15.

Lasers

The excitation radiation was produced by a Lambda Physik FL3002 with intracavity
etalon. The dye laser was pumped by the third harmonic (355 nm) of a Continuum
NY-61 Nd:YAG laser. The dye used for most of this work was Coumarin 440. 2 L
of dye solution was mixed with ~2 grams of DABCO, which is a preservative for the
dye[155]. It doubled the life of the dye. The DABCO was used as purchased without
further preparation. The dye laser typically produced 1-2 mJ of light. The laser
frequency was tuned by step-scanning the etalon and grating with steps as small as
0.001 cm™.

UV light was generated by doubling the dye laser output with a S-BBO crystal.
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Figure 2-16: Scatter-suppressing baffles.

The doubled light was separated from the fundamental light with two 60° prisms. The
light was focused by a 50 cm lens to reduce laser scatter. The lens was positioned
so that the focal point was 12 ¢m behind the free jet centerline. The focal point was
not placed at the axis of the jet to avoid multiphoton absorption. The laser passes
through the free jet 1-2 cm from the nozzle orifice. 50-100 pJ of light (FWHM of 0.07
cm™') are produced by this method.

The radiation frequency was calibrated with a Tellurium absorption cell.[24] A
back reflection off of the first frequency-separating 60° prism was directed through
neutral density filters and then through the 3°Te, cell. The cell was inside an oven
that heated the cell to 520° C. The light that emerges from the cell falls on a photodi-
ode. A boxcar integrator (Stanford Research Systems SR 250) samples the photodiode
signal.

Scatter suppressing baffles were installed in the chamber (September 9, 1998).
The laser scatter appears both on the PMT and the SEELEM detector. The baffle
system, designed by Frank Stienkemeier, [184] reduced the scatter by > 30x.The
baffles, shown in Fig. 2-16, are 25 mm Al disks with holes drilled in them. Scattering
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off the edges of the holes is minimized by bringing them to sharp edges. The back
face of each baffle is angled at 30°, with the exception of five discs. The first baffle’s
front face is also angled at 10° to sharpen the edge. The front face of the first four
exit baffles are angled at 60° and the back face was flat. This helps reflect the laser
light back into the exit baffles. The disks are 2 mm thick and are separated from
each other by 8 mm thick, 25 mm diameter rings. These rings are threaded on the
inside to help trap light. The holes in the baffles are different sizes, and the order of
the disks is critical. For the entrance baffle stack, the disk order is as follows (the
dimensions are in mm): 4, 12, 6, 10, 6, 5, 6, 12, 5, 8, 5, 8, 5, 14, 5, 6, 6, 10, 6, 8, 7, 8.
The smallest baffle should be first because its edges will generate the most scatter.
The disk order of the exit baffle stack is as follows: 14, 12, 10, 8, 8, 8, 9, 9, 9, 9,
10, 10, 12, 12, 14, 14. The first and last baffle in each stack is painted with a black
graphite paint (ElectroDag). It might have been better to make these out of brass or
Cu because these metals absorb UV light better than does Al.

The Lambda Physik FL3002 is capable of generating “narrow” bandwidth ASE.
This ASE can be readily doubled and has a bandwidth of approximately 4 cm~!. This
is due to the arrangement of the output coupling optics. As a consequence, a broad
background appears in both the LIF and SEELEM spectra. It was necessary to rotate
the pre-amplifier pump beam focus lens so that the pre-amp pump beam was slightly
out of alignment with the laser beam. While this did reduce the laser power, it also
de-tuned the ASE light from the laser light. If the crystal angle was set to double the
laser frequency, it would then be at the wrong angle to double the ASE light. (The
new generation of Lambda Physik dye lasers, the Scanmates, has different output
coupling optics which overcomes this problem.) It has been subsequently discovered
that the dye laser was being pumped with the incorrect polarization of 355 nm light.
This may have contributed to the ASE.

UV-LIF detection

Excited acetylene emits in the ultraviolet, which can be detected with a photomulti-

plier tube. The fluorescence was collected at right angles to both the laser beam and
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free jet by 5 cm diameter S1-UV lenses, which focused the emission on a PMT with
high sensitivity in the UV (RCA 4501-V4). The PMT output was amplified (LeCroy
VW100B pre-amplifier) and then sampled by a boxcar integrator (Stanford Research
Systems SR 250). The unaveraged boxcar output (LAST SAMPLE) was acquired by
a computer.

Before the scatter-suppressing baffles were installed (October 1998), the fluores-
cence was filtered with a Schott UG-11 filter. The boxcar gate opened 60 ns after the
laser fired. Once the baffles were installed, the boxcar gate could open immediately
after the laser fired. The filter was unnecessary at the ~ 150 ©J laser power levels we
used. The LIF signal due to laser scatter was well below the noise level.

Due to the size and geometry of the collection optics, we were able to detect some

fluorescence as much as 18 us after the laser fired, as will be described in Chapter 6.

IR-LIF detection

Excited acetylene emits in the near-infrared, which can be detected with a Ge pho-
todiode. The fluorescence was collected at right angles to both the laser beam and
free jet through the same collection optics used for the UV fluorescence. The IR
emission was focused onto a Ge photodiode (EO-817A North Coast Scientific, now
Edinburgh Instruments, 800-1700 nm, 0.2 ms time constant, 25 mm? diameter active
area). A boxcar integrator (Stanford Research Systems SR 250) sampled the photo-
diode signal. The unaveraged boxcar output (LAST SAMPLE) was acquired by a

computer.

Laser power

To monitor the laser power, the light was directed to a Ophir Nova powermeter (with
a PE-10 head) after the light exited the vacuum chamber. The powermeter output
was amplified (PAR-113) by 10x and acquired by computer. The power of each shot
was used to power normalize both the LIF and SEELEM signal. The powermeter
output requires ~ 50 ms to settle into a correct value. This delays the acquisition of

the powermeter data by one shot.
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DAQ

A data acquisition card (National Instruments Lab-PC+) acquired the analog output
from the boxcar integrators that process the UV-LIF signal, IR-LIF signal, and the
130Te, oven absorption data for laser frequency calibration. It also acquired the
amplified powermeter output. Each signal was differentially acquired; the signal and
ground level from each device were separately acquired. These levels were subtracted
on the board and recorded.

The BUSY output of the boxcar integrator with the longest gate triggers the
acquisition of each shot. As mentioned, the powermeter data was delayed by one
shot. When the card acquired the signals, it acquires the laser power level of the

previous shot. This must be corrected during later data processing steps.

Timing

The timing of the laser relative to the nozzle was accomplished by a set of TTL
circuits. Originally, the master clock based on the 555 chip was used. Delays were
generated by a TTL circuit discussed in page 186 in Chapter 4 of ref. [96] and in
ref. [191]. Eventually, a master clock that is synchronized with the 60 Hz power line
frequency was installed, as shown in Fig. 4-8c of ref. [96] and Section 6.3 of George
Adamson’s thesis[5]. The 60 Hz was stepped down to 20 Hz. and 10 Hz with circuits
discussed in Chapter 6 of ref. [96] and Section 6.3 of ref. [5]. This clock helped
eliminate ground loop noise on the signals. Ground loop noise is discussed in section
6.9.6 of ref. [126]

The boxcar integrators were triggered by a photodiode inside the Nd-YAG laser
case. The SR400 photon counter and the MCS-II were triggered with a photodiode
outside the Nd-YAG laser. The laser step scanning was triggered by the SR400 photon
counter or the MCS-II.

The experiments were always initiated by opening the Nd-YAG laser output shut-
ter. The data acquisition of the boxcar integrator signals was started before the

experiment began. When the laser shutter was opened, the powermeter and 3°Te,
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calibration signal levels jumped, which indicated the beginning of the experiment for
data recorded by the data acquisition card. The SR400 or the MCS began acquiring
data with the first shot, which, in turn, began to trigger the dye laser step-scanning.

2.3 Auger detector performance

The SEELEM signal was sensitive to nozzle-laser delay, surface roughness, and surface
temperature. The relative SEELEM intensities of a set of lines are insensitive to
nozzle-laser delay, repeller voltage, and to nozzle backing pressures which give rise to
chamber pressures between 2 x 107° to 2 x 1075, We have also observed signal on the

detector from halogen-containing molecules in their ground electronic state.

2.3.1 Nozzle-laser delay

The SEELEM intensity is a function of the delay between the opening of the nozzle
and the laser pulse. Figure 2-17 shows the UV-LIF and Au-SEELEM intensity of R(1)
of the V3K{ band as a function of nozzle-laser delay. While the number of molecules
excited is relatively constant, as revealed by the LIF intensity, the SEELEM intensity
decreases by a factor of 3.

There are two possible explanations for the detectivity loss: surface poisoning
and backscattering. Surface poisoning could occur when molecules in the expansion
adsorb to the surface and interfere with metastable de-excitation. Or, molecules that
backscatter off the detection surface could collide with incoming metastable molecules
and de-excite them.

This loss of signal is observed in other experiments, and will be discussed in

Chapter 6.

2.3.2 Surface roughness

Surface roughness has a significant effect on the SEELEM detectivity. Four OFHC

Cu detection surfaces were prepared with different degrees of surface roughness. The
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Figure 2-17: SEELEM and LIF signals as a function of nozzle-laser delay.

first two were polished with CeO, which is a powder used to clean excimer laser
windows with a grain size of ~ 250 nm. One of these was then sanded with 320 grit
sand paper. A third surface was sanded without CeO polishing. The fourth surface
was used without preparation. The four surfaces were then washed with soap and
thoroughly rinsed with de-ionized water. Finally, they were dried with a heat gun.
The four surfaces were placed in the detector, and heated to 200° C. The spectra of
R(1) in the V3K{ band were recorded on the four surfaces in rapid succession. The
spectra are shown in Fig. 2-18.

Despite the crude surface preparation, the changes are dramatic. The polished
surface had the poorest detectivity, and the sanded surfaces had a detectivity more
than 4 times greater. This suggests that surface roughness may be critical to the

creation of Auger electrons.

2.3.3 Surface temperature

Surface temperature also has a significant effect on the SEELEM detectivity. Figure 2-
19 shows the SEELEM signal as a function of Au surface temperature. The laser was
tuned to the maximum of R(1) in the V3K{ band. A large increase in the SEELEM
detectivity occurs at 100° C. The SEELEM signal was relatively constant at higher

temperature.
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2.3.4 Negative ion formation at surfaces

Molecules with large electronegativities can produce a signal that interferes with the
SEELEM signals[149]. Somorjai discusses the energetics of negative ion dissociation
in section 5.4.1 of ref. [179]. Anion desorption can be thought of as occurring through
the following process. A neutral atom thermally desorbs from the surface. Then an

electron leaves the surface and combines with the atom, forming an anion.

E anion desorbtion — E neutral desorbtion + ¢ metal — E electron af finity (210)

If the work function is low, as is the case with Cs, and the electron affinity is large,
as is the case with halogens and oxygen, anions are produced. The source of back-
ground signal in the Cs-SEELEM is probably oxygen atoms from water leaked into the
chamber through the worn o-ring. Hemminger notes that compounds with halogen
atoms or aromatic systems will generate a signal on a alkali metal detector[72]. While
acetylene does not produce this signal, we have observed this effect with chloroform.
Figure 2-20 shows a TOF profile of the electron capture signal from chloroform (a few
percent seeded in He) on a Au surface. Perhaps chloroform dissociates on the surface

and chlorine anions are produced. There was no laser excitation in this experiment.

7



120
100 —
o)
(]
0
2 80—
o
I3
£ 60 —
0
IS
S
S 40—
20 —

0 —1I e —
I I
0 100 200 300 400
microseconds

Figure 2-20: TOF profile of chloroform anion signal on a Au detection surface. No
laser excitation was used in this experiment.
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Chapter 3

SEELEM Intensity Estimation

This section will describe calculations that estimate the number of Auger electrons
that will be produced at the detection surface by a given eigenstate. The three key
quantities needed for the estimate: the number of molecules excited to an eigenstate,
the eigenstate lifetime, and the detection quantum yield of the eigenstate. The esti-
mate is possible because all three key quantities can be related to the fractional S;
character in the mixed eigenstates. The number of Auger electrons will be calculated
for a typical set of nozzle expansion conditions and laser power. The Honl-London
factor and initial population corresponding to R(1) of the V3K band will be used.
R(1) is often the subject of study because it is one of the largest rotational transitions
in the SEELEM spectrum of V3K{. The computer programs used to calculate each
quantity are mentioned in the text so that calculations for other cases can be carried

out.

3.1 Number of molecules excited to an eigenstate

The number of excited molecules can be calculated with a simple formula and a num-
ber of solid approximations. As we will show, the number of excited molecules is
proportional to fractional S; character. Five factors, expressed in the following equa-

tion are required to estimate the number of molecules excited to a given eigenstate.
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(3.1)

Otransition (m2 Tad/S) * nphotons >
linewidthygser (rad/s) « Olaserbeam (M?)

Nexcited = Nirradiated (
where nzeireq 1S the number of excited molecules, n;,rqdiated 1S the number of irradiated
molecules, 7pnotons 15 the number of photons, oynsition 1S the cross section of the
transition, and 0j,serpeam 1S the cross section of the laser beam.

To calculate n;,.rqdiated, ONE requires an estimate of the density of acetylene at the
point the laser beam crosses the free jet and the irradiated volume. The formulas
presented by Morse (and also Miller) provide the density as a function of distance
from the nozzle.[132, 121]. As Morse discusses, the expansion is modeled as being
adiabatic and isentropic. The Mach number, the ratio of the jet velocity to the
local speed of sound, is calculated as a function of distance from the nozzle. The
required input quantities are the heat capacity ratio, the nozzle temperature, the
backing pressure, and the nozzle diameter. The temperature, velocity, pressure, and
density as functions of distance from the nozzle can then be calculated from the Mach
number. No attempt was made in this calculation to determine at what distance from
the nozzle the Mach number stops decreasing due to the transition from continuum
to free-molecular flow or to take account of the pulsed nature of our expansion.

Commonly, the nozzle pressure is 760 Torr of pure acetylene at 300 K. The nozzle
diameter for the Gentry-style R. M. Jordan valve is 0.5 mm. The heat capacity
ratio, gamma, is equal to 7/5 which is correct for a rotating linear molecule with its
vibrations frozen. This will be valid as long as there are no excited vibrational states
within kT of the ground vibrational state. In acetylene the first excited vibrational
state is at 612 cm !, or ~3kT at 300 K. Vibrations will add little to the heat capacity.
As the beam cools, the heat capacity ratio will remain at 7/5 until kT decreases below
twice the rotational constant, B, which is 1.17 cm™! for acetylene. The rotational
temperature of the free jet has been measured to be ~13 K. kT is 9 cm™! which is
much larger than 2B = 2.34 cm™'. So the heat capacity ratio will remain 7/5 over
the entire expansion. If acetylene-seeded He is used, the heat capacity ratio would be

5/3. He has no rotational degrees of freedom, so its heat capacity ratio is larger.
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Figure 3-1: The “cylinder” of excited molecules formed by the laser at the laser-free
jet excitation region expands both vertically and horizontally as it travels toward the
detection surface.

Two other parameters are required to calculate the Mach number. These numbers
are obtained from a fit to data.[10] They are dependent on the heat capacity ratio
and are listed in Table I of Morse[132] and Table 2.1 of Miller[121]. The expansion
parameters corresponding to the heat capacity ratio and nozzle diameter are xqg = 0.2
mm and A=3.65. The meaning of these parameters is discussed in Miller[121]. For the
present calculation, the laser-nozzle distance will be set to 20 mm. At this distance,
the density is 1.35x 10 molecules/cm?, which is equivalent to the density at 42 mTorr
and 300 K. The file containing this calculation is P:/proj/trplts/Tools/Molecular
Beam.pxp.

The irradiated volume is also required to calculate the number of irradiated
molecules. The laser creates a “cylinder” of excited molecules in the free jet, as
shown in Fig. 3-1. The laser spot size, 0.4 mm, defines the cross sectional area of

the cylinder, which equals 1.25 x 10=7 m?

. This cylinder will expand as it travels
toward the detector. The nozzle-detection surface distance is commonly 120 mm.
Assuming the molecules expand linearly in the horizontal and vertical directions, as
if they were originating from a point source, the length of the cylinder of molecules
that will arrive at the 25 mm detector surface equals 25mm - (20 mm /120 mm) = 4.2
mm. Irradiated volume is 5.381071 m3.

As the cylinder moves toward the detector, it expands in diameter as well as length.
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It is possible for the cylinder diameter to exceed the diameter of the detection surface.
At a nozzle-detector distance of 12 ¢cm, the diameter only grows to 0.4 mm - (12 cm
/ 2 cm) = 2.4 mm. Because this is much smaller than the 25-mm diameter detector
surface, loss due to expansion of the diameter of the cylinder is minimal and ignored
in these calculations.

The density of molecules along this cylinder is treated as constant, but it is not. It
decreases as a function of angle, #, from the centerline of the expansion. The density
decreases as cos'f as one moves out from the center line at a right angle. This comes
from the cos?0 dependence of density with the angle and an additional cos?f loss due
to the T% loss with the additional distance. This last point might seem surprising,
but the relationship is exact. See Fig. 3-2. So, the density at the ends of the 4.2 mm
long cylinder is a factor of 0.978 lower than the density at the center. Because this
effect is small, it is not included in the calculation.

So, the number of irradiated molecules is calculated as follows:

Nirradiated = V olume - Density
= 5.3 x 107"%m? - 1.35 x 10" molecules/cm?® - (1 x 10%cm?/m?)

= 7.2 x 10" molecules (3.2)

While this is the number of molecules that are irradiated, not all of these molecules
are in the initial rotational-vibrational state of the desired transition. Using the parti-
tion function, the fraction of the population in a given initial state can be calculated.
The fraction of molecules in J=1 is 0.51 based on a beam rotational temperature of 10
K. The program P:/proj/trplts/Tools/Population in a J.vi is used for this calculation.
This value is a little high because the vibrational partition function is not included.
It was not possible to calculate the vibrational partition function because no measure
of the vibrational temperature has been made. If the vibrational temperature were
100 K, the vibrational partition function would be 1.00017. This is small enough to

ignore.
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The density of molecules decreases as 1/r%. So, the density at
distance R will be less than the density at distance X by the
following factor:

(1/R?) | (1/X?) = X*IR? = (cos 0)?
The density of molecules decreases with angle 6 as cos®6, so the

density decreases as cos*6 as a function of distance perpendicular
to the centerline along .

Figure 3-2:
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The total number of irradiated molecules in the selected initial state is 3.7 x 10!
molecules.

The number of 220 nm photons is set to 1.1 x 10*3, corresponding to 10 uJ of light.
While the experiments are usually conducted with ~ 100 pJ of light, the spectra are
usually normalized to 10 pJ of light. The FWHM of the laser linewidth is ~ 0.07
cm L.

Owransition Can be calculated from Ingold and King’s measurement of the oscillator
strength of the V3K{ band. They measured an oscillator strength of 1.45 x 107%.[80]
This is converted into a cross section using Hilborn’s paper.[74] This was accomplished
with a LabVIEW program (P:/proj/trplts/Tools/Hilborn OscStr f.vi), which results
in a cross section of 2.410 x 107'' m? rad/s. This is the cross section for the band,
but what is the cross section for an individual line like R(1)? The oscillator strength
is invariant with temperature. In other words, it is invariant with the population
distribution of the molecules. If all the molecules were in J=1, the oscillator strength
of the band would still be 1.45 x 1075, That oscillator strength would be split between
the two possible transitions from this state, Q(1) and R(1). The Hénl-London factors
for these transitions are the same, so the R(1) line possesses half the oscillator strength
of the band, or 1.2 x 107! m? rad/s. The oscillator strength of a rotational line equals
the oscillator strength of the band multiplied by the fraction of total line strength
from the initial state.

This number is divided by the laser linewidth (in rad/s) to arrive at a cross section
in m?. This assumes that the laser linewidth (0.07 cm™') is larger than the Doppler-
broadened absorption linewidth, which is true in our case. The width of the detection
surface (25 mm) determines the observed Doppler broadening. The Doppler effect is
largest for those molecules in the ends of the cylinder. These molecules travel at an
angle of 5.9° from the free jet centerline. If they are moving 0.8 mm/microsecond,
they will be moving +80 m/s in the direction of the laser beam. This changes the
apparent wave number of the laser radiation by (80 / 3 x 10%) - 45300 = 0.012 ¢cm ™,
which is smaller than the laser linewidth.[15]

One of the characteristic features of the final states we study is that the singlet
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basis states are fractionated into many eigenstates. This distribution of oscillator
strength will not be incorporated into this calculation for an important reason. The
oscillator strength calculated here is distributed over a number of eigenstates because
the singlet basis state is coupled to many background states. Once the number
of molecules excited to a pure singlet basis state is calculated, this quantity can be
multiplied by the fractional singlet character in a given eigenstate to yield the number
of excited molecules populating that eigenstate. In several forthcoming sections,
simulations of the data are expressed in terms of fractional singlet character. This
calculation gives a quantitative scaling factor for the number of excited molecules in
any eigenstate.

The calculation shows that 1.87 x 10° of the 3.7 x 10! molecules in the initial state
are excited, about 5 percent. This calculation was accomplished with a LabVIEW
program (P:/proj/trplts/Tools/Molecules excited.vi). 1.87 x 10'? is a large number.
Our experiments are usually conducted with 100 pJ of light, a factor of 10 more
than this calculation. Under these conditions, roughly half the molecules would be
excited. The transition would be saturated. We do not observe this because none
of the transitions in the VJK{ band terminate in pure singlet states. The coupling
to background states is so strong that few of the eigenstates have more than 20
percent S; character.[43] The number of molecules excited to any eigenstate under

these conditions is:

Negeited = 1.87 x 1010 - (S})? (3.3)

3.2 Lifetime of an eigenstate

We would like to have a simple way to predict the radiative lifetimes of the eigenstates.
Fortunately, enough is known about acetylene to allow for reasonable predictions. The
eigenstates will be composed of varying amounts of Sy, Ty, Ty, T3, and Sy characters.
In principle, each basis state will make a contribution to the decay rate. We assume

that external processes that might depopulate the state, such as collisions or a Stark
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interaction from stray fields, are not present. As we will show, the decay due to the
fractional S; character dominates the contribution to the decay due to the fractional
Ty and T3 characters until the fractional S; character is smaller than ~ 0.001.

The S; character provides the eigenstate with spontaneous radiative decay to
vibrational levels on the Sy electronic surface. The S; character provides a decay rate
equal to the decay rate of the pure S; basis state - the fractional S; character in the
eigenstate. The decay rate of a pure S; state is the inverse of the lifetime. Ochi and
Tsuchiya have estimated the lifetime of a pure S; state to be 270 ns based on a sum
of the emission rates of the fractionated eigenstates derived from a single singlet basis
state.[138] The rate of decay through the S; character is 3.7 x 10° (1/s) - (Sy)%.

The Sy character contributes radiative decay due to vibrational transitions. This
sort of emission process is known to have a rate ~ 3 x 10? (1/s). So the rate of decay
due to Sy character is 3 x 10% (1/s) - (So)?.

Ty character is spin-forbidden from contributing to emission to the Sy electronic
surface. The eigenstates near the bottom of the T; wells do decay slowly to the
ground state, but the decay rate of these states is not due to the T; character.
Oscillator strength from T; to the ground state is provided by a small amount of
singlet character from remote perturbers mixed into the T, states by the spin-orbit
interaction. The T, character only contributes to the decay rate through vibrational
transitions to lower T, vibrational states. The rate of decay of the T; character is
also ~ 3 x 10% (1/s) - (T)%

The Ty character provides oscillator strength to lower states with T; character.
However, this emission is only symmetry-allowed in cis-bent geometry. All three
triplet states have u symmetry in trans-bent and linear geometries. The emission
rate between the lowest vibrational state in the cis well of the Ty surface and the
lowest vibrational state in the cis well of the T; surface has been measured to be
40-90 ps.[208] Using the shorter lifetime, the decay rate contributed to an eigenstate
is equal to 2.5 x 10* (1/s) - (Ty)2.

T3 emission has never been observed, but the g/u, symmetries are the same as Ts.

While T3 and T, are calculated to differ in geometry, the two states are degenerate
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at linear geometry. So it is likely that the two states are highly coupled and may
behave similarly. The decay rate of T3 to the lower surfaces will be assumed to be
the same as the decay rate of Tq, 2.5 x 10* (1/s) - (T3)%.

Now that the decay rates of each of the basis states have been approximated, the
next step is to determine whether the decay of the 3v3 eigenstates will be dominated
by the character of a single basis state. In particular, the decay due to the S; character
will compete with the decay due to the Ty and T3 characters. Which dominates? As
a maximum, fractional Ty and T3 basis state characters could comprise almost all
of a SEELEM-detectable eigenstate, with a small fractional S; character to account
for the excitation probability of the eigenstate. The decay rate due to this maximal
fractional Ty and T3 character would equal 2.5 x 10* (1/s). What fraction of S,
character would provide a decay rate equivalent to the decay rare due to this maximal
fractional Ty and T3 character? 2.5 x 10* / 3.7x10% =7 x 1073 S; character. The
fraction of S; character in an eigenstate will dominate all other decay pathways at
least until it descends to ~ 0.007. Above this value, the decay of the eigenstates may
be approximated by 3.7 x 10° (1/s) - S; character. For eigenstates with fractional
S character nearing 0.007, this approximation will start to underestimate the decay
rate. For an eigenstate with the maximal fractional Ty and T3 character and 0.007
S1 character, the approximation will underestimate the decay rate by a factor of 2.
As discussed in Chapter 6, the SEELEM-detectable eigenstates have dominant S,
character, so S; character will dominate the decay at fractional S; characters well
below 0.007.

The number of metastable molecules that exist at any point in the free jet can now
be calculated. Under the standard conditions, the number of excited molecules would
be 1.87 x 10'°- S; character. The number of molecules that would remain excited

after a time, ¢, would be

Nremaining — 1.87 x 1010 . (51)2 . 6_(3'7X106'(51)2't) (34)

87



3.3 Auger electron quantum yield

The detection quantum yield of metastables at the detection surface will be propor-
tional to several factors, as discussed in the Chapter 2. These factors include those
involving the surface and those involving the molecular eigenstate. The surface fac-
tors are not entirely predictable, and we will assume that surface conditions have the
same effect on the de-excitation of all eigenstates.

The detection quantum yield is proportional to that fraction of the eigenstate that
is composed of electronic character with electronic energy exceeding the workfunction
of the detection surface, as discussed in Section 2.1.5. In the case of Au, only S; and
T3 have sufficient electronic energy to remove an electron from the surface. So,
the detection quantum yield on Au could be proportional to fractional S; and Tj
characters. Chapter 7 will discuss the possibility that the detection quantum yield is
proportional only to S; character.

If we knew the detection quantum yield of a pure S; state and a pure T state,
we could quantitatively predict our SEELEM signal. Unfortunately, we do not have
this information. In fact, it is likely that the yield of a pure S; state will be different
from that of a pure T3 state because they de-excite through different mechanisms, as
discussed in Section 2.1.3.

Because we have insufficient information to determine which of these two possi-
bilities is correct or to determine the relative detection quantum yield of pure S; and
T3 states, we can only calculate the number of Auger electrons that would be ejected
with several different assumptions. Figs. 3-3, 3-4, 3-5, and 3-6 display the SEELEM
signal under a number of possible detection quantum yield dependencies. In these
figures, the numbers of Auger electrons are calculated as if the detection quantum
yield were purely some function of the electronic character of the eigenstates. Each
scenario is calculated at four flight times reflecting the four flight times used in the
experiments discussed in Chapter 6 in Section 6.4. It assumes that the detection
quantum yield of a pure S; or pure T state is unity. So, some further factor, reflect-

ing the detection quantum yield of a pure S; or pure T5 state, is necessary to arrive at
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Figure 3-3: Number of Auger electrons that would be produced if all metastable
acetylene molecules produce Auger electrons when they arrive at the detection surface.
This is equivalent to the number of metastable molecules that reach the surface.
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Figure 3-4: Number of Auger electrons assuming that the detection quantum yield is
equal to fractional S; character.
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Figure 3-5: Number of Auger electrons assuming the detection quantum yield equals
(S1+0.02)%. This simulates a small contribution to the detection from the T3 character
in the eigenstate.

a realistic estimate of the number of Auger electrons. These figures plot the number
of Auger electrons as a function of eigenstate lifetime, which should be thought of as
reflecting S; character in the eigenstate.

If the Auger detectivity is dominated by the fractional S; character in the eigen-
state, then the SEELEM signal can be calculated with the following equation where

Qg, is the detection quantum yield of a pure S; state:

Ispprpm = 1.87 x 1010 - (§y)2 - eGPV . . (5))? (3.5)

3.4 Observed Auger electron quantum yield

The quantum yield of electrons from the detector can be estimated by comparing the

number of counts we observe to the calculated number of metastables that arrive at
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Figure 3-6: Number of ejected electrons assuming the detection quantum yield equals
(S1+0.2)% This simulates a large contribution to the detection from the T3 character
in the eigenstate.
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the detection surface. The SEELEM-detectable states are shown in Chapter 6 to have
~ 0.001 singlet character, so use of eq. 3.4 shows that 1.4 x 107 metastable molecules
will still exist when they arrive at the detector surface 80 us later. SEELEM spectra
of R(1) in 3v; (8AUGD.cnt and 9AUGh.cnt) show that the largest peaks have 3500
counts / 10 uJ summed in 50 shots, or 70 counts per shot per 10 pJ. The detection
quantum yield is 70 / 1.4 x 107 =5 x 1075.

Assuming the detectivity is proportional to fractional S; character, 1.4 x 107
metastable molecules with 0.001 S; character are equivalent to 1.4 x 10* molecules in
pure S; states. The detection quantum yield of the pure S; state is 70 / 1.4 x 10* =
5 x 1073, This is comparable to the detection quantum yields reported by others, as
discussed in section 2.2.3.[108, 173, 174]

This assumes that the largest peak was due to only one state with a singlet
character of 0.001 and a lifetime of 300 us. Obviously, this is not something of which

we are certain, so this detection quantum yield is approximate.

93



Chapter 4

Doorway Mediated Intersystem

Crossing

4.1 Initial SEELEM spectrum

In our initial attempt to observe SEELEM signal at UCSB, we recorded the SEELEM
and LIF spectra shown in Fig. 4-1. This spectrum is of the V3K| band in the acetylene
A-X system, which terminates in a vibrational state with 3 quanta of the trans-
bending mode, v3. Au was used as the SEELEM detection surface. The experimental
resolution of the SEELEM and LIF spectrum is 0.2 cm ! and 0.35 cm ! respectively.
We reported this work in Humphrey, et al.[79] This spectrum helps confirm a proposal
made separately by Ochi and Tsuchiya[138] and by Dupré, et al.[48]. They each
proposed that the Intersystem Crossing of 3v5 is mediated by a sparse manifold of
states from the Tj electronic surface. The SEELEM spectrum indicates that, in fact,
the Intersystem Crossing of 3v3 may be mediated by a single T3 vibrational state. The
33 singlet basis state is more strongly coupled to this T3 vibrational state than to any
other background states. Coupling of the 313 basis state to the other triplet states
occurs primarily through this T3 “doorway” state. This understanding is embodied in
a model we called the “Gateway,” or more properly “Doorway,” Mediated Intersystem
Crossing (DMISC) model. This chapter discusses three experiments conducted to

further investigate this model.
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Figure 4-1: SEELEM and LIF spectra of V3Kj recorded at UCSB. The arrows mark
the drops in SEELEM intensity at R(4) and Q(5).
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The real Hamiltonian can be well approximated by a DMISC Hamiltonian:

vy Hapharm — Hso 0 o 0 0
Honharm 40 0 0 0 0 0
H,, 0 T,  Hpon, 0 0
Hpumise = 0 0 Hryo 1y, Ty ?  H,, (4.1)
0 0 ? H.,
0 0 0 H, H, Sy ?
0 0 0 7

where 3v3 refers to the 3v3 basis state, T3 refers to the T3 doorway state, T ; refers to
vibrational levels of the Ty and Ty electronic surfaces, H,, are spin-orbit terms , and
Hr,~ 7, are spin-orbit and non-Born-Oppenheimer terms. 4, and Hypparm refer to a
singlet perturber and the anharmonic resonance that couples it to 3v3. The DMISC
model does not bare on neither the coupling between the Ty and T, states nor the
coupling between the Sy states, so these parts of the matrix left unspecified.

The initial suggestion that the ISC is mediated by a single state came from an
intriguing feature of the SEELEM spectrum. The SEELEM intensity drops at two
energies highlighted by arrows in Fig. 4-1. These crashes occur at the location of
two transitions, Q(5) and R(4). Curiously, both transitions terminate on rotational
states with J=5. Q(5) terminates on 55, and R(4) terminates on 5y4. If two basis
states mix to form eigenstates and if both basis states are SEELEM-detectable, these
two sources of SEELEM-detectability could interfere constructively and destructively.
Using a simple expression for the detectivity, we showed in Humphrey, et al.[79] that

the SEELEM intensity for a given background state, 1/;, is

—(ar 22
[SEELEMiOC (51)2 [6 ( 7S1 )] |51 + T3|2 (42)
_(ap 8D? E,—F 2
o () [e S )] 1+ [e?(1 — 042)]’1/2 [Of + 5 ] (4.3)
E51 - ET3




where one basis states is S;) and the other is T3. (S;)? is the fractional 3v; character,
(T3)? is the fractional Ty character, At is the flight time, 7g, is the lifetime of a pure
3vg state, « is the mixing angle between the S; and T3 basis states, Eg, is the energy
of the 3v3 basis state, Er, is the energy of the T3 doorway basis state, and E; is the
energy of the background state, ¢;. The last term shows the interference between the
3v3 basis state and the T3 doorway basis state. When the T3 doorway basis state
tunes through the 3v3 basis state as a function of J, the sign of the denominator of
the last term changes sign, which could create a significant change in the SEELEM
intensity. The spectrum indicates that such a crossing takes place just before or just
after J=5 in both parities and results in destructive interference of the detectivity
term at higher J, decreasing the SEELEM intensity at (5) and R(4). The crash in
SEELEM intensity as a function of J is consistent with a perturbation of 3v3 by a
single vibrational state.

This doorway state is assigned to T3 electronic state for several reasons. First,
the Tj state is SEELEM-detectable on Au. The workfunction for Au is 5.1 eV[106].
As discussed in Chapter 2, to eject an electron from a Au surface, a metastable
molecule must have more than 5.1 eV of electronic energy. Neither Ty nor T have
sufficient electronic energy to eject an electron from Au. T3 provides the interfering
SEELEM-detectability.

Second, the density of T3 states is so low, about 0.05 per cm*[138], that one
would not expect to see many interference effects in the spectrum. If states from the
Ty or Ty manifolds could interfere in the SEELEM spectrum, many more interference
effects should be evident because these states have a high density of states (> 1 per
cm1).[43]

Third, ab initio calculations predict the T3 and the S; potential surfaces intersect
near 3v3. This could lead to much larger coupling between S; and T3 than between
S1 and the other triplets. The minimum of the seam of intersection of this crossing
in the trans geometry is calculated to lie 100 em ™! above the 3v;3 state.[38, 37] While
the uncertainty of these calculations is much larger than this energy difference[180],

an intersection of the potential surfaces certainly occurs near 3v3;. Vibrational states
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at the energy of an intersection of potential surfaces can have large overlaps because
they will have classical turning points at almost the same geometry, the geometry of
the intersection. The vibrational overlap part of any interaction between these states
will be much larger near the energy of the intersection than it would be below or
far above the intersection. If the T3 and S; states do cross just below 3vs, it could
explain why the coupling between 3v3 and this T3 doorway state is so strong. Further,
it could explain why singlet-triplet coupling increases as a function of v3, as reported
by Dupré, et al. [48], Ochi and Tsuchiya [138] and Drucker, et al. [45].

Finally, the T3 state may be strongly coupled to the background triplet states.
For a state to act as a doorway, it must be strongly coupled to the other background
states in addition to being strongly coupled to the bright 3v3 state. The T3 basis state
can couple to the high density of Ty and T, background states through spin-orbit and
non-Born-Oppenheimer interactions. Some of these interactions can be thought of as
Renner-Teller interactions because T3 and Ty are degenerate at linear geometry. A
given Ty vibrational state cannot be as strongly coupled as a T3 vibrational state to
the other triplet states. A T, vibrational state cannot couple to other Ty vibrational
states directly because of orthogonality. And Ty states do not have large vibrational
overlap with T levels because the two potential surfaces are similar but offset. The
T3 potential surface is very different than those of Ty and T;. The Tj3 character of
the doorway state provides it with large coupling to both 3v3 and to the background
states. The T3 state “gregarious.”

This model has implications about the appearance of the absorption spectrum,
which will change as a function of resolution in ways that reveal the order of the
various couplings. At low resolution, each rotational line would be a single peak in
the spectrum. As the resolution was improved, the rotational lines would split into a
main line and a line for each of the major perturbers. For the low J R-branch lines in
3vs, there are two perturbers, the T3 doorway state and a singlet perturber assigned
by Crim, et al. to 414.[194] The rotational transition would split into 3 lines, each
of which would receive a fraction of the 35 basis state character. The phenomenon

of the mixing of a basis state which carries oscillator strength from the ground state
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(the “bright” state) into near-degenerate background states (the “dark” states) is
called fractionation. The fractionation of a bright state results in a set of eigenstates
possessing some fraction of bright basis state character. It is through these mixed
states that a molecule in the singlet “system” can cross over into the triplet “system”
and achieve Intersystem Crossing. Ochi and Tsuchiya,[138] and Scherer, Field, et
al.[161], among others, have reported LIF spectra of this resolution. We will analyze
a LIF spectrum of this resolution below.

A digression about the singlet perturber 41,: 4y, is a vibrational level in the
A-state that has four quanta v, a combination of vy, torsion, and vg, asymmetric
in-plane bend. v4 and vg have nearly identical harmonic frequencies, so they are
profoundly mixed by anharmonic resonances .[194] Because of this mixing, the states
are referred to as v,. 4v, is associated with the five states that are comprised of
the (14, vg) basis states (0,4), (1,3), (2,2), (3,1), and (4,0). The three eigenstates
comprised of (0,4), (2,2), and (4,0) have the correct vibrational symmetry to interact
via anharmonic coupling with 3r3. One of these eigenstates is responsible for the
“extra” lines.

If the resolution were improved further, the spectrum would reveal that each of
the three lines splits into clumps of lines. In other words, the three lines would be
fractionated by the high density of background Ty and T, vibrational states. This
fractionation would be dependent on the amount of T3 doorway character in each
of the three lines, because T3 carries the coupling to the triplet background states.
Drabbels, et al. reported a high-resolution spectrum (18 MHz) which reveals three
clumps of lines for each rotational transition.[43] The density of lines in Drabbels’
spectrum was comparable to the density of background triplets, indicating that this
spectrum shows the fractionation of the 33 character into the triplet states. Drabbels,
et al. analyzed their spectrum with a Hamiltonian that included many more states
than we will use here but no special doorway state.

An experiment with a higher signal-to-noise ratio, and perhaps better resolu-
tion, would reveal the fractionation of the 3v3 bright character into the background

vibrational states from the ground S, vibrational surface. Some of these states
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have been observed in Zeeman Anti-Crossing experiments by Dupré, Green, and co-
workers.[48, 50, 51, 49]

All of the previous work on the A-state has shown that the mixing of A-state
vibrational levels to the background triplets increases with increasing quanta in
vs.[181, 48, 50, 51, 49, 137, 138, 45] Dupré, Green, and co-workers showed that the
increase in mixing far outpaces the growth in background density of states.[48] In a
Fermi’s Golden Rule sense, if the mixing is outpacing the density of states, the intrin-
sic coupling must be increasing. Dupré, et al. suggested that this increase in coupling
was due to increased coupling between S; and either T3 (because of the intersection
of the potential surfaces) or Ty (because of the linear cis-trans isomerization barrier
which is near 3v; in energy). Dupré, et al. preferred the later explanation because
the T3 density of states is so low. But either way, 33 mixes with the background
states through one manifold of triplet states.

The significance of this work is to provide more evidence that the intersystem
crossing of 33 is mediated by a doorway state. Dispersed fluorescence spectra of
the perturbers that appear in the LIF fluorescence spectra of 3v3 show definitively
that one perturber is triplet and the other is singlet. A simple Hamiltonian fit to the
energies of the lines that appear in the LIF spectrum provides measures of the off-
diagonal matrix elements between 3v3 and the perturbers. The SEELEM spectrum
shows that the long-lived, highly energetic states are clearly influenced by the doorway

state.

4.2 Experimental results

We have performed three types of experiments to investigate the perturbations to 3vs,
Dispersed Fluorescence (DF) spectroscopy, Laser-Induced Fluorescence (LIF) spec-
troscopy, and Surface Ejection of Electrons by Laser Excited Metastable (SEELEM)
spectroscopy. Most of these experiments have been discussed in Chapter 2, but a
few details should be mentioned. The data that resulted from the experiments is

presented.
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As shown in the LIF spectrum in Fig. 4-2, two states clearly perturb the singlet
state. The figure identifies three sets of peaks for each rotational transition. For the
purposes of this paper, the basis states shall be referred to as the 3v3, 414, and Ty
doorway states. The eigenstates they form shall be referred to as the main, extra,
and triplet states. In reality, these are not eigenstates, but intermediate basis states.
Additional triplet and Sy background states perturb these intermediate basis states
and form the eigenstates of the real Hamiltonian.

The dispersed fluorescence experiment has been described in detail elsewhere.[136]
Briefly, an excitation laser (excimer pumped Lambda Physik FL2002) is tuned to a
rotational line in the V3K{ transition in acetylene(A 'A,). The lines investigated are
shown by arrows in Fig. 4-2. The laser radiation is directed though a cell containing
200 mTorr of acetylene. The fluorescence is imaged into a 0.75 m monochromator
(SPEX 1700), which disperses the fluorescence across an ICCD (Princeton Instru-
ments 576LDG/RB). The DF spectrum is frequency calibrated using the emission
spectra from Hg, Fe, and Ne.

The DF spectra from the R(1) main and extra lines are shown in Fig. 4-3. Most
remarkably, the extra lines have a distinctly different DF spectrum than that of the
main lines. The DF spectra of the triplet lines show the same features as the DF
spectrum of the main line emission. This shows that the triplet line receives its
fluorescing character from the 3v3 basis state and not from the 4, basis state. It also
shows that it provides no fluorescing character of its own. These perturbers cannot
be singlet states.

The LIF spectra shown in Fig. 4-2 was recorded as described in Chapter 2. The
frequency of an excitation laser (Nd:YAG pumped Lambda Physik 3002) was tuned
through the ViK{ band. The laser radiation is directed into a vacuum chamber and
through a free jet expansion of acetylene. The total fluorescence was collected at right
angles to both the laser and free jet by a 5 cm diameter S1-UV lens onto a PMT. The
large aperture collection optics allowed for detection of fluorescence as much as 18 us
after the laser fired. The PMT signal was fed into a boxcar integrator. The boxcar

output was acquired each shot without averaging. A reading was acquired from a
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Figure 4-3: Dispersed fluorescence (DF) spectra of the main and extra lines of R(1).
The DF spectrum of the triplet line of R(1) is the same as that of the main line.
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powermeter each shot for power normalization.

While an absorption spectrum directly reflects the 3v3 character in the eigen-
states, the LIF spectrum may not because not all of the fluorescence is collected.
We performed the experiments under conditions that minimize the effects of several
factors that could alter the LIF intensities of the lines. As mentioned, fluorescence
could be detected many microseconds after the laser fired. This allowed us to use a
boxcar gate of 12 us and acquire as much of the exponential decay of the eigenstates
as possible. The states excited in this study have lifetimes < 7us. (see Chapter 6 and
ref.[138]) With a 12 microsecond gate, more than 82 percent of the LIF intensity of a
state with a 7 microsecond lifetime is collected. Also, the laser radiation enters and
exits through a set of baffles[184] that effectively eliminates the contribution from
scattered light. This allowed the boxcar to sample the fluorescence decay form the
beginning.

The fluorescence was not wavelength filtered because the main line and the extra
line have different emission frequencies.[161] The 41, basis state emits to Sy vibrational
states with greater internal energy than does the 33 state. So the emission from the
4, character of an eigenstate, which centers on 33,000 cm ™!, is red-shifted relative to
that of the emission from the 3v5 character, which centers on 40,000 cm . This can
be seen in the DF spectra shown in Fig 4-3. Use of a filter would alter the true LIF
intensity. The PMT photocathode quantum yield also affects the relative intensities of
the main and extra lines because it is more efficient for the higher frequency main line

emission. The extra lines should be ~15 percent more intense than they appear.[152]

The LIF spectrum shows that the singlet state is perturbed by several other states.
An example is the fractionation of the R(2) line in 3v5 shown in Fig. 4-4. The doublet
is composed of the eigenstates formed from 3v3 and the T3 doorway state which are
nearly degenerate at J' = 3. The small peak at higher energy is a singlet perturber
that has been investigated in the past.[161, 194] This is the “extra” line. The weak
line between them is an unassigned triplet perturber.

The SEELEM spectrum was recorded in the same vacuum chamber as was the
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Figure 4-4: LIF spectrum of R(2) of ViK{. The Gaussian fits to the transition are
shown.

LIF spectrum. These spectra are shown in Fig. 4-8. The detection surface was Cs.
The resolution of this data is 0.08 cm~!, compared to the 0.2 cm~! resolution of the
UCSB data. The resolution is improved because the dye laser at MIT was equipped

with an intracavity etalon.

4.3 Discussion

Several conclusions can be drawn from the data. The DF experiments distinguish
between singlet and triplet perturbers. The LIF spectrum provides the information
needed to determine the magnitude of the coupling between the perturbers and 3vs.
The SEELEM spectrum demonstrates that the T3 doorway state determines frequen-

cies at which long-lived highly energetic species are created.

4.3.1 Dispersed Fluorescence

DF spectra can distinguish between singlet and triplet perturbers. The dispersed
fluorescence spectrum of the pure 3v3 state is well known. Molecules in this state emit
to a progression of trans-bending vibrational states on the ground electronic surface.

The intensity of each transition is governed by the Franck-Condon overlap between the
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excited state vibrational wavefunction and the final vibrational wavefunction on the
ground electronic surface. As a result, the intensity patterns in the DF spectrum are
sensitive to the shape of the excited state vibrational wavefunction. If the perturbing
state is singlet, the DF spectrum will be different than the unperturbed spectrum
in a way that may identify the vibrational nature of the perturber. If a perturbing
state is a triplet, the DF spectrum will have the same features as the DF spectrum
of a pure singlet state because emission from the triplet states to the ground state is
spin-forbidden.

The DF spectra clearly identify the perturber that is responsible for the extra
line as 4vy, as suggested by Crim and co-workers.[194] There are two possible singlet
vibrational states in this energy region with the correct symmetry. 4v, is one. The
other is 1, which has a frequency of ~ 3040 cm™'[34]. The DF spectrum from v; will
consist of a similar pattern of peaks as would a DF spectrum from the vibrationless
level of the A-state shifted up in energy by the 14 vibrational frequency in the ground
state, ~ 3300 cm~!. In other words, the DF spectrum of v; will be a trans-bending
progression built on 1 quantum of symmetric CH stretch. The 41, vibrational state is
a mixture of cis-bending and torsional motion. The DF spectrum from 4v, will show
transitions to vibrational levels with large amounts of cis-bending character. The
DF spectra of the extra lines do indeed show progressions to states with cis-bending
character, which identifies the perturber at 414,. The dispersed fluorescence spectrum
of the triplet lines is the same as the DF spectra from the main lines. We can directly

conclude that a triplet state is responsible for these perturbations.

4.3.2 Laser-Induced Fluorescence

The certainty about the triplet nature of the perturbers suggests that the triplet
perturbers found in consecutive rotational lines in the LIF spectrum may be assignable
to a single vibrational state. We assign one line in each rotational level to rotational
levels of a single triplet vibrational state. We fit a model Hamiltonian to the data
to measure the magnitudes of the couplings between the 3v; basis state and the

perturbing states. This model incorporates only a portion of the Hamiltonian in
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equation 4.1. Although this simple model leaves out most of the real Hamiltonian,
the model will provide a measure of the largest couplings that initiate Intersystem
Crossing of 3v3. The fit will be evaluated for its ability to predict the intensities and
degree of fractionation. The spin-orbit term between the 3v3 and T3 doorway states

is large. This result will be discussed.

The Fit

The data was fit to a model Hamiltonian is represented by a 3 X 3 matrix:

37/3 Hanharm Hso
H= Hanharm 4vy, 0 (44)
H,, 0 T3

The bright 3v3 state, the 41, perturber, and the T3 doorway perturber are the

three states that form the basis. The on-diagonal elements have the form

Eo+ B - J(J +1)— B(Sy) - J'(J' — 1) (4.5)

The Ey and B’ terms were allowed to vary while the B(Sy) term was held fixed at
the value found by Palmer, et al. 1.176608 cm™" .[147, 205]. H,, represents a spin-
orbit term between the 3v3 state and the T3 doorway perturber. Hgpuparm represents an
anharmonic term between the 33 basis state and the 414, perturber. This rotational
effective Hamiltonian matrix is for a prolate top where the (A—B)-K? term is included
in Ey. Of course, the “eigenstates” of this Hamiltonian are not eigenstates of the true
Hamiltonian. These “eigenstates” form a new, intermediate basis. The eigenstates of
the real Hamiltonian are formed when other, near-degenerate background states mix
with these basis states.

The main, extra, and triplet lines that appear in Fig. 4-2 are partially fractionated
by the background states, so the energies of these line cannot simply be read off the
spectrum. To arrive at an estimate of the energies of the intermediate basis states,

we fit each rotational transition to 3 Gaussians, one for the main line and one for
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each perturber. While the 3 lines of each rotational transition are actually composed
of several eigenstates, we view each line as a broadened “eigenstate.” A Gaussian fit
to a set of peaks corresponding to one of the three states provides a good estimate
of the relative energy and intensity of each state in the absence of fractionation. The
width of the Gaussians is related to the fractionation strength. Fig. 4-2. shows the
fits, and Fig. 4-4. shows an expanded view of the fits to the R(2) lines.

Some of the relative energies and widths were held fixed in the Gaussian fit. The
energy of the R(2) extra line is held fixed at the energy measured by Drabbels, et
al.[43]. Similarly the R(3) extra line was held at the energy measured by Scherer,
et al.[161]. The widths of both lines are also fixed at 0.12 cm ™!, the width resulting
from the doppler broadening convolved with the laser linewidth. Only the intensity
of each line was allowed to vary. The widths and energies of these two lines had to
be held fixed because these lines are overlapped with other lines in the spectrum.

The main R(3) line is split by an unassigned triplet perturber that is not accounted
for in the model Hamiltonian. Two Gaussians were fit to the main line. The area-
weighted mean energy of the two Gaussians was used for the energy of R(3). The
sum of the areas of the two Gaussians was used for the R(3) intensity.

The evolution of perturbations with J are clear in the reduced term value graph
shown in Fig. 4-5. A reduced term value is equal to the state energy (not the transition
energies) as determined in the Gaussian fit minus the rotational energy. These values
are plotted against J(J+1). Usually the rotational energies will be unknown, but
this is no problem. One chooses a value near the apparent real value, Bgyess- Bguess

J(J+1) is subtracted from the state energies to arrive at the reduced term values.

reduced term value = Ey~+ Beorrect * J(J + 1) — Bgyess  J(J + 1)

- EO + (Bcorrect - Bguess) ' J(J + 1) (46)

Ejy is the vibrational and electronic energy, which is not dependent on rotational

quantum number. When plotted against J(J+1), the reduced term values will lie
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Figure 4-5: The reduced term values for the Gaussians as a function of J(J+1). The
lines represent the positions of the 3vs, 41, and T3 doorway basis states calculated
using the parameters from the Hamiltonian fit. The reduced term values of the
unassigned triplet perturbers are shown in gray.

along a line with a slope of (Beorrect — DBguess) and an intercept of Ej. Obviously,
if one chooses the correct B value, the slope will be zero. Several things will cause
the reduced term values to lie along a curve instead of a line, including centrifugal
distortion and perturbations. As one can see in Fig. 4-5, the reduced term values of
the three lines do not fall on straight lines due to interactions among them. Several
other perturbers are also shown because it appears that they may be assignable to a

“unassigned” perturbers.

single triplet vibrational state. We refer to them as

The parameters in the Hamiltonian were fit to the energies of the Gaussians and
reasonable results were obtained. The calculated energies are within 0.03 cm™! of the
observed energies except for the R(3) extra line, for which the calculated energy was

0.05 cm~! too low. We consider this a good fit considering that the 12 “observations”

are themselves approximations to the data. The random energies of the background
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Table 4.1: Molecular constants from Hamiltonian fit

ET3
Esu,
E41/b
BT3
B3I/3

B4ub

H(so)
H(anharm)

Table 4.2: Fractional basis state character in each eigenstate

transition

R(0) triplet
main
extra

R(1) triplet
main
extra

R(2) triplet
main
extra

R(3) triplet
main
extra

3v3

0.07
0.61
0.32
0.14
0.74
0.12
0.53
0.43
0.04
0.07
0.91
0.02

T3
0.92
0.07
0.01
0.85
0.15
0.00
0.45
0.55

0
0.92
0.08

0

4l/b
0.01
0.32
0.67
0.01
0.11
0.88
0.02
0.02
0.96
0.00
0.01
0.99

observed energies
45302.81
45303.18
45303.67
45305.01
45305.27
45305.99
45307.07
45307.31
45308.38
45309.28
45308.91
45310.89

obs. - calc.
0.00
0.03
0.03
0.00
-0.02
0.01
-0.01
0.01
0.00
-0.03
0.01
0.05

states make it inevitable that the energies measured with the use of the Gaussians are

somewhat inaccurate. In other words, this fit is good considering how much of the

real Hamiltonian is absent from the model.

from the fit are displayed in Table 4.1. The fractional 3v3, 414, and T3 character in
each eigenstate is displayed in Table 4.2. The deperturbed reduced term values of the

basis states are shown in Fig. 4-5 as lines.

Assessment of the fit

The success of the model Hamiltonian will be assessed by examining the predicted

relative intensities and degree of fractionation. The fit results in a large spin-orbit
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term between the 3v3 and T3 doorway states, which will be discussed, as will the
magnitude of the Hyp,pamm term between the 3v3 and 4v, states.

In principle, the intensity should be proportional to the fractional 33 character
in the eigenstate because 3v3 carries the oscillator strength from the ground state.
Transitions to the triplet perturber are spin-forbidden, of course, and transitions
to the 4v, basis state are effectively Franck-Condon forbidden. The observed and
calculated relative intensities are shown in Fig. 4-6. The observed intensity of the
main R(3) line is the sum of the intensities of the two Gaussians that were fit to this
line. The calculated relative intensities are very close to the relative intensities in the
spectrum. Also, the qualitative trends of the calculation are correct. For instance,
the relative intensities of the three R(2) lines are in the correct order although the
extra line is a little too weak. Also, the fraction of 41, character predicted for each
eigenstate is very close to the 41, fluorescence spectrum shown in Fig. 5 of Scherer,
et al.[161]. The LIF in the Scherer LIF spectrum was filtered with a monochromator
that passed only 4v;, emission to the detector.

Another way to assess the success of the model Hamiltonian is to compare the
fractional T35 character in each intermediate basis state to the fractionation of that
state. T3 doorway state character couples the intermediate basis states to the back-
ground triplet states, so the fractionation should be related to fractional T3 character.
The widths of the Gaussians should be proportional to a convolution of the exper-
imental resolution with the width of the fractionation due to background states. A
convolution of two Gaussians of widths w; and ws will result in a single Gaussian of
width \ﬂw% +w3). To the extent that the fractionation and experimental bandwidth

are Gaussian, the widths of the LIF peaks can be approximated as

~ 2 2
Wpeak =~ \/(wemperiment + wfractionation)

\/((012 Cm_1)2 + w]%ractionation) (47)

Q

The wfrqctionation can be approximated with an expression derived by Bixon and
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Figure 4-6: The observed intensity (areas of the fit Gaussians) and the intensity
predicted from the fractional 3v3 character. The intensities have been adjusted for
the overall intensity of the rotational transition.
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Jortner[18]. They arrived at analytical expressions for the wg,actionation Of a very
simple case: a single bright state coupled to a manifold of evenly spaced dark states.
All the matrix elements between the bright state and the dark states are the same.
There are no interactions among the dark states. These restrictions simplify the
problem so that analytical expressions for the fraction of bright state character in
each eigenstate can be derived. The fractional bright state character mixed into the
dark states has a Lorentzian distribution centered on the energy of the bright state.
Bixon and Jortner showed that the FWHM of this Lorentzian is 7 - (Hpy~ 1,,)% - o134 -
Hry. 1y, is equal to (T3)? - < pure T3 |H| T >, which represents the spin-orbit
and non-Born-Oppenheimer terms between these states. pr,, represents the local
density of Ty and T; states. So, the fractionation of the intermediate basis state is

expected to be proportional to the fractional Ty character, or

W fractionation ™~ T ° (T3)2 ' | < pure T3|H|T2,1 > |2 ' pTg,l (48)

The Hamiltonian model predicts the fractional T3 character in each intermediate
basis state. If we knew the local density of background states and the couplings
between T3 and the triplet background states, we could directly compare the predic-
tions of the model and the LIF spectrum. Because the couplings and density have
not been measured, Fig. 4-7 displays the fractional T5 character in each intermediate

basis stated multiplied by 0.3 cm~!. This is equivalent to assuming that

7| < pure T3|H|Toy > |* - pr,, = 0.3 em™ (4.9)

Assuming pr,, equals 8.6 per cm™! as calculated by Drabbels, et al.[43], this is
equivalent to a | < pure T3 |H| To; > | of 0.1 cm ™. This should not be mistaken for a
measurement. This coupling strength is only a value that makes the widths reasonably
consistent with the T3 character in the eigenstates of the model Hamiltonian. The
true average coupling between the T3 basis state and the background triplets could
be very different and most likely vary considerably from rotational level to rotational

level. Dupré, et al. proposed that the couplings between the triplets are larger than
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Figure 4-7: The observed widths of the fit Gaussians and the widths calculated as a
function of fractional T3 doorway state character.

coupling between S; states and the triplets. The value used here is approximately
the same as the S; ~T3 coupling resulting from the fit.

The correlation between the Tj; doorway character and the width of the LIF
features is not as strong as were 3v3 character and intensity, but broader states
generally have more T3 doorway character. The R(0) triplet line is broader than
the other R(0) lines. The two R(2) main/triplet mixed lines have similar widths. The
main R(3) line much broader than predicted by the calculation, but that is due to the
effects of the unassigned perturber. The success of this comparison is susceptible to
a breakdown of the Bixon-Jortner conditions: variations of the energies of the triplet
background states and of the coupling strength between the states.

Our fit results in a small anharmonic resonance interaction of 0.23(2) cm™! be-

tween the 3v3 state and the 41, state. It is the strength of a term exchanging 7
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quanta of vibration, 3 quanta of trans-bend are exchanged for 4 quanta of v;,. This

4
vy

anharmonic term is a septic term with a form of Qig . which is likely to be small.
The fit also results in a spin-orbit matrix element between 33 and T3 of 0.11(1)
cm !, which is large for a hydrocarbon. The molecular spin-orbit interaction can be
thought of as the product of an electronic factor and a vibrational overlap factor.
The electronic factor of the spin-orbit interaction between the S; and T3 states where
these potential surfaces intersect in Co, symmetry has been calculated by ab initio
methods to be 13.9 cm™'.[38, 37] To generate a coupling of ~ 0.1 cm™!, the vibra-
tional overlap factor would need to be ~ 0.01 at this geometry. This is large for a
molecule with six vibrational modes, but there is reason to believe this is the correct
for 3v3. The geometry of the minimum of the seam of intersection restricted to Cyy
symmetry is calculated to be similar to the trans S; equilibrium geometry. The CC
bond distances are identical, and the CH bond distance at the intersection is calcu-
lated to be 0.019 A smaller than the S; equilibrium CH bond distance. The CCH
angle for the seam of intersection is 139.8° compared with 122.48° for the equilibrium
geometry for the trans S; state.[78] However, the near-linear turning point of the
3vs state has a bending angle that is very similar to the bending angle of the seam
of intersection. Using the force constant for v5 derived in Scherer, et al.[161] and a
vibrational frequency of 1047 cm™!, the 3v5 vibrational wavefunction can be calcu-
lated. The maximum in the probability density at the near-linear turning point in
this vibrational wavefunction is at 146.6°. In addition, the trans geometry of the min-
imum of the seam of intersection is calculated to lie only 100 cm™"' below 3v3.[38, 37|
Although this energy difference is much smaller than the error in the calculations,
this does demonstrate that the intersection of S; and Tj is nearby in energy and at
a similar geometry to 3vs, so it is reasonable that the vibrational overlap is large.
Three other singlet-triplet couplings of this magnitude in 3v3 have been observed.
The splitting of the R(3) line shown in Fig. 4-2 is not due to the T3 doorway state
but the unassigned perturber. Since the splitting is ~ 0.2 cm !, the coupling between
the 3v3 state and the additional perturber could be as large as ~ 0.1 cm™!. This is

because two degenerate basis states form eigenstates split in energy by two times the
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coupling matrix element. This coupling is comparable to the coupling between the
T3 doorway perturber and 3vs.

Drabbels, et al. measured similar couplings for the LIF-detectable eigenstates
that underlie the features we analyze here.[43] They used a Hamiltonian with off-
diagonal elements between the 313 basis state and each background state. There
were no elements between any of the background states. The values they obtained
are equivalent to coupling of the 3v3 state to the Ty through the Ts doorway state.
Accordingly, the couplings they obtain should be, and are, similar to what we obtain
here.

Dupré and Green measured a coupling between the K=0 component of 3v;3 and a
triplet that has the same magnitude as the one we measure here.[50] They recorded
LIF spectra of the P(1) line of the V3K? band in the presence of a series of magnetic
fields. A perturber passes through the P(1) line with a magnetic field strength at the
crossing of 7.16(4) Tesla. Dupré and Green analyzed this avoided crossing in terms
of a single triplet basis state crossing through the singlet state, which resulted in an
interaction term of 3.3(4) GHz (0.11(1) em™") and a g-value for the triplet perturber
of 1.7(6). The g-value indicates that the perturbing state is a nearly pure My = +1
triplet state, which is unmixed with other triplet or singlet basis states.

All of these observations may be assignable to the various spin and K-components
of a single T3 vibrational state. There are a number of good sources on the matrix
elements and selection rules of the spin-orbit interaction.[199, 201, 183, 91] Using a
form of the spin-orbit operator in equation 2.4.4 in Lefebvre-Brion and Field[103],
the selection rules for this interaction are AJ = 0, AP = 0, AK = +/-1, 0, AK =
- AS, where K has replaced A and P has replaced €2 in equation 2.4.5. Accordingly,
several triplet rotational levels can interact with each singlet 3v3 rotational level.
This might account of all of these strongly coupled triplet states. Alternatively, these

observations may be caused by a sparse manifold of T5 states.
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4.3.3 SEELEM

The original SEELEM spectrum suggested that the doorway state crosses through the
3vs state before J’ = 5. The T3 perturber included in the model Hamiltonian crosses
at J' = 3 and the unassigned triplet perturber crosses at J' = 4. The interference
effects in the SEELEM spectrum could switch from constructive to destructive at
these crossings. The crashes in the UCSB SEELEM spectrum at J' = 4 are not
apparent in the MIT SEELEM data, shown in Fig. 4-8, because the free jet used for
this experiment has a lower rotational temperature (~ 10K) than the earlier work
(~ 40K). At a rotational temperature of 10 K, there is little population in the initial
states at J” > 4.

One of the assertions of the DMISC Model is that the T3 doorway state mediates
the coupling of the bright 3v; state to long-lived, highly energetic triplet background
states. These are the states that appear in the SEELEM spectrum. As shown in
Chapter 6 , these states have lifetimes as long as 280 us and have partial electronic
character with ~5 eV of electronic energy. Fig. 4-8 shows that the SEELEM spectrum
of each rotational transition is skewed to the side of the T3 doorway perturber. R(0)
and R(1) are skewed to lower energy, while R(3) is skewed to higher energy. At
the crossing point, R(2), the SEELEM signal is unskewed. This shows that the T3

doorway state does indeed provide access to long-lived, highly energetic states.

4.4 Conclusion

One conclusion is certain; a triplet perturber strongly mixes with the singlet 3v5 state.
Whether or not this state can eventually be assigned to the T3 electronic surface, it
is clearly one of the most strongly coupled background states and is representative of
a handful of states which initiate the coupling of the 3v3 basis states of the S; surface
to the highly-excited, long-lived background states.

This understanding of the singlet-triplet mixing of these states makes them fertile
ground for future work. The spectra of the low-J 33 states provide a set of observa-

tions upon which to test statistical techniques which identify and measure doorway
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coupling. These states can serve as intermediates in experimental schemes probing

other manifolds of states, such as the acetylene Rydberg states.
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Chapter 5

The Effects of Electric Fields on
the Doorway State

The T3 doorway state that mediates the ISC of the 3v3 basis state into the back-
ground states also plays a central role in the response of the LIF-detectable states
to an electric field. The DMISC model provides an explanation for the anomalous
observations of acetylene at a field of 113,000 Volts/cm. This chapter will describe
the data, survey the Stark interactions that are possible in acetylene, and discuss the

role of the T3 doorway state in the Stark response of the LIF-detectable states.

5.1 Introduction: anomalous electric field effects
on acetylene

Peter Green, while a student in this research group, observed anomalous behavior of
lifetimes and collisional quenching rates for LIF-detectable S; states in acetylene when
a strong electric field (113,000 Volts / cm) was applied. The preferred interpretation
of these odd results turned out to be incorrect. This behavior can now be understood
as arising from the behavior of the T3 doorway state in an electric field.

Naively, one might expect that the electric field would couple the LIF-detectable

states with long-lived background states, which would dilute the S; character into
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these dark states. This would lead to a lengthening of the lifetimes of the LIF-
detectable states. The mixing of background state character into an LIF-detectable
eigenstate could also lead to a larger collisional quenching cross section. This is
because collisional cross sections are small for transitions that change the vibrational
or electronic nature of a molecule. Enhanced background state character in the
LIF-detectable eigenstates will lead to enhanced collisional cross section to the non-
fluorescent background states. So, one expects that an increase in the lifetime would
be accompanied by an increase in the effectiveness of collisional quenching.

Green observed this correlation for the lower vibrational states, but not for some
rotational states belonging to 2v3 and 3v3, as shown here in Table 5.1 and in Green’s
thesis in Table 3.3 and Figs. 3.3b, 3.3c, and 3.3d.[59] Green observed states whose
lifetimes decreased while the collisional cross section increased as the electric field
was applied. In 23, Q(2), Q(4), and R(0) have this anomalous correlation. The
other observed lines have the expected correlation, but the electric field induces more
variation in the behavior of these states than in the rotational levels of the lower
vibrational states. In some states, the collisional quenching cross section changes
dramatically but the lifetime decreases only a small amount. Other states display the
opposite behavior. Green observed decreases in total fluorescence yield with electric
field on all of the observed lines in 2v; and 3v;

In 3vs3, all of the Q-branch lines have the anomalous correlation. This includes
Q(2), Q(3), Q(5), Q(7), and the triplet perturbing line of Q(1) (mis-assigned at the
time as Q.(2)). Also, the total fluorescence of the Q-branch lines is reduced at high
electric field, decreasing by as much as a factor of 13.5. The R-branch lines exhibit
the expected correlation, although the R(1) line has a smaller collisional quenching
cross section and a shorter lifetime. In fact, this is the only line in Green’s data that
displays this behavior. Despite this, R(1) suffers the largest electric field-induced
decrease in total fluorescence of any of the four R-branch lines Green studied. The
other lines are R(0), R¢(0), and Re(1). Clearly, the Stark field induced perturbations
become less monotonic with increasing vibrational energy. The local nature of these

perturbations is characteristic of the Stark effect on these vibrational states and
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Table 5.1: Effects of an electric field on selected rotational lines at 20 mTorr.
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requires explanation.
The observed loss in total fluorescence yield is not simply due to the changes in

the emission and collisional quenching rates. The quantum yield of fluorescence is

k radiative

(k radiative + k collisional quenching * [pressure])

where £ ,qgigtive 1S the zero-pressure rate of emission in events / us, k couisional quenching
is the collisional quenching rate in events / pus / Torr, and pressure is in Torr. Col-
lisions and emission are the only two processes that can change the eigenstate of a
molecule. The boxcar gate used to sample the LIF signal was started 150 ns after the
laser fired to avoid laser scatter. Changes in the decay rate will result in changes in

the observed total fluorescence yield. The fraction of the emission sampled is

F = 1/k yo1q - ¢ (Ftotar150 ns) (5.2)

where k 1ot = K radiative + K collisional quenching- GTreen reported the ratio of the total
emission at zero-field to the total emission at 113,000 volts/cm. This ratio should
equal
Volt Volt
L _ QU0 ZLH FCO L)

_ : om 5.3
Iy Q(113,000 ¥9s)  F(113,000 Yols) 5:3)

Using the radiative rates and collisional quenching rates measured by Green and a
pressure of 20 mTorr, this ratio has been calculated and the results are shown in the
last column of table 5.1. Clearly, the observed changes in the rates do not account
for the loss in total fluorescence with electric field. The pressure used in Green’s
experiments was so low that dramatic changes in the collisional quenching rate had
only a fractional change on the total fluorescence ratio.

Green and co-workers argue that the data could be consistent with a coupling
of the LIF-detectable states to background states that are dissociative.[59, 60] The
electric field mixes some S, states to the LIF-detectable S; states. If those Sy states
were dissociative, the lifetime would decrease because a new decay channel would

have been introduced. The fluorescence yield would go down because more molecules
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would dissociate rather than fluoresce when the electric field is applied. And the
collisional quenching rate would go up because collisions could induce dissociation.
This interpretation was put forward.[60] However, it is now firmly established that
the first dissociation limit lies at higher energy than the states observed in Green’s

experiments.[127, 128] What other interpretation could explain Green’s observations?

5.2 Survey of the interactions induced by an elec-

tric field

We will start to answer this question with a quick survey of the possible interactions
induced by an electric field. An electric field introduces three types of couplings.
Because the Stark effect has the same selection rules as electric dipole transitions, the
three types of couplings introduced by an electric field are analogous to three types
of electric dipole transitions in molecules: electronic, vibrational, and rotational.
An electric field can couple rovibrational states of different electronic states if the
transition between them is electric-dipole allowed. S; states can couple with Sy states,
but an electric field interaction between S; and the triplets is spin-forbidden. The
strength of inter-electronic state interactions is proportional to the square of the
vibrational overlap of the near-degenerate states, the Franck-Condon factor. The Sy
3v; state has maximum Franck-Condon factors with Sy states with ~5000 cm ™! of
vibrational energy, but 3v5 is degenerate with Sy states with 45300 cm™! of vibrational
energy. As a result, Stark interactions between S; and Sy are strongly Franck-Condon
forbidden. Significant S;~Sy mixing will only occur between states that are nearly
degenerate. The S;~S; interaction matrix elements have been measured to be a few
MHz by Zeeman anticrossing experiments,[48, 50, 51, 49] but these are understood to
be mediated by the near-degenerate triplet states. The direct S; ~Sy would be even
smaller. The S; state would have to be within a MHz of the Sy state to be strongly
mixed by an electric field.

Stark couplings between the T3 doorway state and states from the Ty and T,

124



surfaces will be larger than couplings between the singlet states because both the
vibrational and electronic parts of the interaction may be large. The equilibrium
geometry of the T3 potential surface is calculated to have a C; symmetry equilibrium
geometry,[38, 37] which is different than the Ty and T equilibrium geometries. The
vibrational overlap between near-degenerate vibrational states from similarly shaped
potential surfaces is small because a set of vibrational wavefunctions of one surface
will be nearly orthogonal with the vibrational wavefunctions of the other. The differ-
ence in the energies of the potential surfaces ensures that the overlap integral between
near-degenerate vibrational states will be near zero. Because T3 has a different equi-
librium geometry than Ty or Ty, the Franck-Condon factors between near-degenerate
vibrational levels of these states may be large. So, an electric field may mix Tj
with the near-degenerate T, and T, vibrational states. The electronic part of the
interaction matrix element should also be enhanced because the T3 state equilibrium
geometry. In trans geometries, all three triplet states have u symmetry, so these states
could not interact via an electric field without the assistance of ungerade vibrational
excitation. Because T3 does not have a trans equilibrium geometry, a Stark inter-
action between T3 vibrational states and those of Ty and T; will not be forbidden
by g/u symmetry. Dupre, et al. have shown that the triplet states are substantially
mixed at 2v3.[51] They have further argued that the couplings between the triplets
are larger than the S; ~ triplet couplings, the Sy ~ triplet couplings, or the Sy ~ Sy
couplings, although they did not make the distinction we make here between the T3
state and the Ty and T states. It is reasonable to conclude that the electric field will
enhance the mixing among triplet states that are already significantly mixed.

An electric field can couple vibrational states within one electronic state with the
same selection rules as are appropriate for vibrational transitions, most importantly
A v = £+ 1. This coupling is irrelevant to the present case because Stark-coupled
vibrational states would necessarily be widely separated in energy. In a second-
order perturbation theory sense, the Stark mixing between vibrational states is small
because of a large energy denominator. Moreover, only a subset of the vibrational

modes, those that change the molecular electric dipole moment, are Stark-active in
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any case.

An electric field can mix rotational states within a vibrational state. These cou-
plings have the same selection rules as do pure rotational transitions. The electronic
state must have a permanent electric dipole moment. Neither the S; 35 nor 4y,
states have a dipole moment, so these states will not have Stark interactions be-
tween their rotational states. Theoretical calculations show that the T3 state has a
Cy symmetry equilibrium geometry, which would imply the existence a permanent
electric dipole moment.[38, 37] The exact equilibrium geometry for T3 has not been
determined by ab initio methods. Cui et al. have calculated the lowest energy struc-
ture for T3 with a geometry search limited to Cy symmetry.[38, 37| This structure is
clearly not the equilibrium geometry because it has an imaginary vibrational mode
with a frequency of 2465i and b symmetry. Antisymmetric CCH bend character dom-
inates this vibrational mode. Motion along this mode carries the molecule into C;
symmetry. This state will probably have a permanent electric dipole moment along
all three rotational axes, so it will have Stark interactions analogous to the a-type,
b-type, and c-type rotational transitions. Of these, the a-type are most important
because they are AK, = 0. Acetylene is a near-prolate top, so the K, levels are well
separated in energy. Because the interacting states within one K, have considerably
smaller energy differences, a-type Stark interactions will result in larger level shifts
and wavefunction mixing than b- and c-type Stark interactions. The a-type Stark
interactions exist between the parity components of a rotational state. This mixing
is dependent on the zero-field asymmetry splitting of the states and the Stark matrix
element. Although the asymmetry splitting in the T3 doorway state is unknown,
the 3vs splitting is ~ 0.06- J(J+1) cm~!. The Stark coupling between the parity

components, as discussed in refs. [85, 196, 195], is

peE-K, - M| 1. (Debye) - E(kVolts/em) - K, - | M|
Jutn - (00Tem): J(JT+1)
= (1.9 em™" - u(Debye)) - % (5.4)
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for K, = 1 and 113 kVolts. This coupling will decrease with J proportional to
[J(J+1)]2

To summarize, the electric field will have two significant effects. The electric field
will mix rotational states of the T3 doorway state by the “rotational” Stark effect.
And the field will mix the T3 doorway state with the background triplets by the
“electronic” Stark effect. T3 doorway state character will dominate the response of

the observed eigenstates to an applied electric field.

5.3 Proposed explanation: Stark splitting of Tj
doorway state

We propose that Green’s anomalous observations may be primarily a consequence of
the splitting of the M j-components of the T3 doorway state. If the electric field is
said to lie along the lab Z-axis, the T3 state is split into its |M|-components because
of the AM = 0 selection rule. As a result, some of the T3 |M|-components will Stark
tune toward the nearby 3v; basis state. Other |M|-components of the T3 doorway
state will Stark tune away from the 35 basis state, and some will maintain the zero-
field energy separation. Stark interactions between the T3 doorway state and 3v3 are
spin-forbidden, but the spin-orbit interaction will mix the 3v3 and T3 states as the T3
state Stark tunes toward 3v3. The electric field will cause some of the |M|-components
of the 3v; state to become more mixed with the background triplet states. Some |M|-
components will unmix with the triplets as the corresponding |M|-components of the
T3 doorway state Stark-shifts away from near-degeneracy. 33 |M|-components that
maintain the zero-field energy separation from the Tj |M|-components could also
become more mixed with the triplet background states due to enhanced coupling
between the T3 doorway and the T, and T; states. The electric field will cause
most of the |M|-components of the 3v5 state to increase their fractionation into the
background states, which accounts for the loss of fluorescence intensity. A few of

the |M|-components of the 3v; states will unmix with the background states, which
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accounts for the faster decay of the remaining LIF signal. The fluorescence from these
|IM|-components will strongly quench with pressure because a collisional transition
into a slowly fluorescing state merely has to change the |M| of the state. The local
nature of these anomalous observations is a result of variation in the energies of the
T3 |M|-components.

This cannot be quantitatively modeled at present because there is insufficient
information about the rotational constants or orientation of the permanent dipole of
the T3 doorway state. The state of knowledge about the T3 equilibrium geometry,
which would lead to approximate rotational constants, has been discussed above. The
magnitude of the electric dipole moment can be arrived at only within an order of
magnitude. The magnitude of the dipole of acetylene in a number of geometries is
reported by Schaefer and co-workers. The Cs symmetry isomerization transition state
between the cis and trans wells on the S; surface has a dipole of ~0.7 Debye.[198]
The cis well on the T surface has a dipole of ~1.2 Debye, and the cis well on the
Ty surface has a dipole of ~2.2 Debye.[214] The T3 electronic state has a dipole that
is somewhat smaller. The geometry at the stationary point in Cy symmetry for the
T; state is non-planar and bent with a dihedral angle of 104.7°.[37] This structure is
more “trans” than “cis” so the T3 equilibrium geometry is likely to have a smaller
dipole than those of the cis wells. In fact, we know that the T3 vibrational state
that perturbs 3r3 must have a vibrational wavefunction with some amplitude at a
trans-bent structure, a geometry with no dipole. So the dipole is probably a fraction

of a Debye.

5.3.1 Loss of total fluorescence

The loss of total fluorescence could be explained by a striking increase in the frac-
tionation of the 3vg basis state. The 3v3 character mixed into a given background
state may be so small that the resulting radiative decay rate cannot compete with the
collisional quenching rate. These states would quench before they could significantly
contribute to the total fluorescence and the fluorescence decays that Green recorded.

However, they could account for the majority of 3v3 character.
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Of the two significant effects of the applied electric field, only the increase in the
coupling between the triplet states is most important. The rotational Stark effect may
have very little effect on the total fluorescence. The field mixes the parity components
of the T3 rotational state. This mixing doubles the number of states with which the
3vs basis state can couple, but the coupling between the states will decrease. This is
because the spin-orbit interaction only couples a given 3v5 rotational state with the
T3 doorway character of the same rotational state. If the 1,y T3 doorway state is
50/50 mixed with 1;; T3 doorway state, the 19 3v5 state can now couple with both

of the Stark-mixed eigenstates.

o1 = %(wﬁ,ln + ¢T3,110) (55)

Py = %(ng,lu - wT?),ho) (56)

But, the coupling strength to each state will be reduced by one-half.

| < 33, 119 | He | o1 >|2

1
| < 3us, 119 | Hyo | ﬁ(ng,lu + U, >

1
| < 37/37 110 | Hso | ﬁng,ho > |2
1
§| < 3us, 1yp | Hyo | Yy 1, > |2 (5.7)

Applying Fermi’s Golden Rule to this case, the “rate” of fractionation is proportional

to

1
§| < 31/3, 110 | Hso | 'QZ)T3,110 > |2 -2 Pzerofield (58)

When the field is applied, the Fermi’s Golden Rule rate would stay approximately
the same. Of course, this would strongly depend on the exact energies of the states,
so this will be more important for some states than others.

The electric field-induced mixing between T3, Ty and T increases the fractiona-

tion. As mentioned before, the field will increase the couplings between the triplets
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states that are already somewhat mixed. We conclude that this is the dominant rea-
son for the loss of total fluorescence, because it is the only effect universal enough to

account for the ubiquitous loss.

5.3.2 Enhanced collisional quenching

The electric field enhances collisional quenching via AJ=0, AM= =1 collisional tran-
sitions. These kinds of collisions are common in acetylene. Coy, et al. have exper-
imentally demonstrated the selection rules of collisional transitions relevant to this
case.[32] In formaldehyde, Coy, et al. showed that there is a propensity rule against
AJ =0, AM = +1 collisional transitions at zero-field. Formaldehyde has a permanent
electric dipole moment along the molecular a-axis. Collisions between two formalde-
hyde molecules can be described as a transient interaction between two dipoles. Coy,
et al. showed that this interaction has the same selection rules as an electric dipole
transition. The relevant constraint this places on colliding formaldehyde molecules is
that the transition must change the parity of the molecular state. Coy, et al. studied
the 1g; state in formaldehyde. Since all the Ms of a given J have the same parity
in these K, = 0 states, the collisions Coy, et al. studied should not cause AJ = 0,
AM=x=1 transitions. None were observed. Acetylene in A-state and in the ground
state have no electric dipole moment, but they do have quadrupole moments. So
acetylene collisions will have the same selection rules as an electric quadrupole tran-
sition Therefore, acetylene collisions have a propensity to maintain parity, allowing
AJ =0, AM = +1 collisional transitions.

At zero field, collisional transitions between the |M|-components result in no ob-
servable changes in total fluorescence because all the |M|-components behave identi-
cally. At 113 kVolts/cm, most of the |M|-components are heavily fractionated into
non-fluorescing background states. Collisions from |M|-components with large frac-
tional singlet character to weakly fluorescing |M|-components with the same J result
in a dramatic loss of emission.

Dupre, Green, and Field have reported collisional quenching rates that corrobo-

rate this understanding.[51] Dupre, et al. showed that collisional transitions between
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singlet rotational levels can be faster than fluorescence-quenching collisions to back-
ground states. In Fig. 13 of ref.[51], they show a Stern-Volmer plot of the decay rates
vs. pressure of a single rotational level in 1v3. The figure compares the collisional
quenching rate of the decay to the quenching rate of a quantum beat on this level. The
quenching of the quantum beat is much faster than the quenching of the fluorescence.
The quenching of the fluorescence is 6.25 us~! Torr !, which is comparable to the
zero-field quenching rates Green observed. The quenching of the quantum beat is 32.9
ps~t Torr~!, which is similar to the rates Green observed at 113 kVolts. The reason
the two rates are different is that a collisions that cause transitions to other singlet
states (such as transitions to other M-component of the same J) will disrupt the beat
without reducing the fluorescence, while a collisional transition to a non-fluorescing
background state will eliminate fluorescence. As some |M|-components Stark mix at
high electric field with the background triplets, the fluorescence quenching rate be-
comes similar to the quantum beat quenching rate because M-changing collisions can

lead to fluorescence loss at high field.

5.4 Nuclear spin wavefunctions considerations

The nuclear spin wavefunctions may prohibit Stark interactions between parity com-
ponents because the two parity components have different nuclear spin wavefunctions,
but this will not affect the T3 state. For electronic states with higher symmetry than
that of T, the rotational wavefunctions of the two parity components have different
nuclear spin wavefunctions, as shown by Lundberg.[111] This is true for all acetylene
states with cis and trans geometries. Rotational wavefunctions with different symme-
tries must co-exist with different nuclear spin wavefunctions to arrive at a Complete
Nuclear Permutation-Inversion (CNPI) symmetry of Sa+/- for the total wavefunction.
An electric field does not affect the nuclear spin wavefunctions, so Stark interactions
between states with different nuclear spin wavefunctions go to zero because of nuclear
spin wavefunction orthogonality. When the geometry of the molecule becomes less

symmetrical, the number of symmetry species decreases. The symmetry group for a

131



trans geometry is Cy, and has four irreducible representations. Each rotational level
will be doubly degenerate. The two components will have separate CNPI symmetry
labels. These states correspond to the two orientations of the carbon atoms relative
to the H atoms. Since the inversion of the carbons without the inversion of the H
atoms in a high energy event, the barrier for this inversion can be said to be infi-
nite and the two states are degenerate. When the molecular symmetry changes to
Cs, the number of symmetry labels is two. The number of states belonging to each
rotational wavefunction is four, two corresponding to carbon atom inversion and two
corresponding to inversion through a Csyj, symmetry geometry. If the inversion barrier
is high, the four states will be nearly degenerate. If the inversion barrier is low, the
four states will be split into two groups of two states. Finally, when the molecular
geometry is changed to C; symmetry, only one symmetry label exists. Eight states
exist within each rotational level, because there can be inversion through the Cy sym-
metry geometry. Each of these eight states corresponds to one of the eight possible
CNPI symmetry labels. The two parity components will have the same rotational
symmetries and so they will have the same nuclear wavefunctions. Stark interac-
tions between the parity components will not be forbidden on the basis of nuclear
wavefunction orthogonality.

While there are eight possible states, there can only be two of these that pair with
the symmetry of the two nuclear spin wavefunctions to produce a CNPI symmetry of

Sa+/- for the total wavefunction. The others have no statistical weight.

5.5 Other thoughts

It should be noted that the behavior of these states in an electric field would be
different if there were no doorway state dominating the Intersystem Crossing. The
other alternative explanation for Green’s data would involve the Ty or T, states. The
electric field would split the Ty and T; states, which have permanent dipoles in cis-
geometry. These states would split the LIF-detectable states into |M|-components.

However, the density of cis-Ty and cis-T; states at the energy of 35 are 0.3 per cm ™t
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and 4.7 per cm ™!, respectively.[43] With such a high density of states coupling to the
LIF-detectable states, it is unlikely that any of the |M|-components would escape
fractionation. Further, it is hard to imagine all of the triplets in a region tuning away
from the LIF-detectable states to create the short lived states that appear in Green’s

data.

5.6 Conclusion

The Stark splitting of the perturbing T3 doorway state could simultaneously account
for the shorter apparent lifetimes, larger collisional quenching rates, and smaller flu-
orescence yield of the 2v3 and 3v3 states in an electric field. It could also explain the

local nature of the perturbations.
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Chapter 6

Temporal Behavior of the

SEELEM signal

The temporal behavior of the SEELEM signal is a function of both the lifetime of
the eigenstates and the Auger electron quantum yield of the surface. Both of these
processes are of interest. As discussed in Chapter 3, the lifetime of an eigenstate is
related to its fractional S; character, because the decay of the eigenstate is dominated
by emission to the ground Sy state provided by the S; character. A measure of the
lifetime of an eigenstate should provide a measure of its fractional S; character.

Measuring the lifetimes of the SEELEM-detectable states is complicated by vari-
ations in the Auger electron quantum yield, or the detectivity, of the surface. We
will show here that a decrease in detectivity occurs over the course of a single pulsed
expansion and that the decrease observed for metastable NO is different than it is
for metastable acetylene. There are two possible explanations for the detectivity loss:
surface poisoning and backscattering. Surface poisoning could occur when molecules
in the expansion adsorb to the detection surface and interfere with metastable de-
excitation. Or, molecules that backscatter off the detection surface could collide
with incoming metastable molecules and de-excite them. This detectivity loss can be
observed by varying the nozzle-laser delay, as mentioned in Section 2.3.1.

The temporal behavior of the SEELEM signal was measured using four experi-

mental approaches. The four techniques are:
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1) SEELEM intensity with different carrier gases. The different carrier gases
create beams with different velocities. The decrease in SEELEM intensity with flight
time is a measure of the SEELEM decay. However, it is not clear how the detectivity
changes when the carrier gas is changed, so this technique may not give an accurate
measure of the lifetime.

2) Comparison of TOF profiles of different metastables: The TOF profile should
be the product of the velocity distribution and the decay of the SEELEM signal.
Comparing the TOF profiles of different metastables can reveal differences between
their SEELEM decay. In particular, it is an excellent way of observing the decay
of the SEELEM detectivity, but not a good way of measuring the lifetimes of the
SEELEM-detectable states.

3) Comparison of TOF profiles on different lines in the SEELEM spectrum: This
provides a comparison of the lifetimes of the SEELEM-detectable states under the
same expansion and detectivity conditions, but the differences may be small. The
lifetimes of the LIF-detectable states can be measured simultaneously.

4) Comparison of SEELEM spectra recorded at different flight distances: This
provides both relative and absolute measures of the SEELEM decay. The relative
measure should provide information on the relative differences in eigenstate lifetimes.
The absolute decrease in SEELEM intensity is vulnerable to detectivity variation,

but provides an upper bound on the eigenstate lifetimes.

6.1 SEELEM intensity with different carrier gases

The first attempt to measure the temporal behavior of the SEELEM signal was made
at UC Santa Barbara by recording the SEELEM intensity using two carrier gases,
either Hy or He. We report this work in Humphrey, et al.[79] Hy generated a 92 + 5
flight time, and He generated a 120 4+ 5 pus flight time. The two SEELEM intensities
provide sufficient information to calculate a decay constant with the assumption that
the decay is exponential. This technique has the advantage that only the expansion

gas changes. The detection surface collects the same solid angle of the molecular beam
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for each carrier gas. The angular distribution of the expansion has been shown to be
largely unaffected by a change in carrier gases.[86] However, the density of acetylene
at the laser-molecular beam excitation region will be different with different carrier
gases. To account for this, the SEELEM intensity was divided by the LIF intensity.

The decrease in the LIF-normalized 3v; SEELEM intensity was recorded for a
number of laser excitation frequencies within 3v3. This results in an exponential decay
constant for the 3v; state of 80 + 30 ws. The error bounds are large because only
two flight times were used. There was little variation with laser excitation frequency.

A simple calculation, discussed in Chapter 3, showed that this lifetime was rea-
sonable. The calculation assumes that the SEELEM signal is proportional to the

product of three factors as shown in eq. 3.5 and discussed in Chapter 3.

TsppLEm X (51)2 . 6—(3.7><106~(51)2~t) . Qsl . (51)2 (6.1)

The first factor is the number of molecules excited, which is proportional to the
fractional S; character in the eigenstate, (S;)?. The second factor is the proportion
of the excited molecules that survive the flight time to the detection surface. Since
the decay of the excited eigenstate is dominated by radiative decay to the ground
Sp state, this will be a function of the S; character in the eigenstate. It is also a
function of flight time, 120 us, and pure S; lifetime, which has been estimated to
be ~ 270 ns.[138] The third factor is the detection probability, which we assume
here to be proportional to the S; character. This is because the S; state meets the
energy requirement for ejecting an electron from the detection surface, as discussed
in Chapter 2. That fraction of the electronic wavefunction that is composed of S;
character will create Auger electrons. The T3 state also meets the energy requirement,
however we leave this out of the present calculation because the fractional T3 character
in the eigenstates is unknown. Including some detectivity contribution from T3 does
not change the window of detectivity significantly.

Because this equation relates the eigenstate lifetime to SEELEM intensity, we

can determine the most “detectable” lifetime. The SEELEM signal for an eigenstate
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Figure 6-1: Expected SEELEM signal as a function of eigenstate lifetime.

calculated by eq. 6.1 as a function of lifetime in that eigenstate, (270 ns / (S1)?), is
shown in Fig. 6-1. Clearly, there is a window of detectivity. Only eigenstates with
lifetimes of 20-450 ps will have significant SEELEM detectability. This window exists
because the three factors offset each other. If an eigenstate has a large amount of
S1 character, many molecules will populate this state. But few will arrive at the
detector because the decay rate is so high. If an eigenstate has little S; character, few
molecules will populate the state, but almost all of them will arrive at the detection
surface. As shown in Fig. 6-1, the most detectable lifetime is ~ 70 us, showing that
the detected lifetimes are reasonable.

However,