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Spectroscopic Signatures of Isomerization

by

Joshua Herschel Goldblum Baraban

Submitted to the Department of Chemistry
on July 22, 2013, in partial fulfillment of the

requirements for the degree of
Doctor of Philosophy

Abstract

This thesis explores spectroscopic signatures of isomerization, especially new pat-
terns that emerge and report on chemically relevant portions of the potential energy
surface, such as the transition state. The most important new pattern discovered is
the “isomerization dip”, a sharp decrease in the vibrational level spacings, or effec-
tive frequency, in modes that project along the reaction coordinate as the transition
state is approached. A pattern-breaking perturbation, a K-staggering analogous to
a tunneling splitting, is also found in barrier-proximal states. These concepts are
demonstrated by the experimental and theoretical analysis of cis-trans isomerization
in S1 acetylene (C2H2), including the near complete observation and assignment of
the level structure from the potential minimum up to the transition state energy.
The Ã-X̃ spectrum has been recorded in supersonic jets and molecular beams by
laser induced fluorescence and H atom action detection, using double resonance tech-
niques where appropriate to access and simplify portions of the S1 manifold. Two
major ab initio calculations have been undertaken to aid in understanding the ex-
perimental results, both relying on high-level electronic structure calculations. The
large-amplitude dynamics and delocalized wavefunctions of the isomerizing system
have been investigated by a reduced dimension discrete variable representation cal-
culation. The anharmonic force fields of both conformers have been calculated by
vibrational perturbation theory, and that of the trans conformer determined by fit-
ting an effective Hamiltonian to the observed levels. The analysis of these results has
led us to propose a method for extracting the transition state energy, and potentially
other characteristics, from the frequency domain spectrum.

Thesis Supervisor: Robert W. Field
Title: Haslam and Dewey Professor of Chemistry
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3-7 The Ã↔ X̃ electronic transition moment µ as a function of the bend-

ing angles. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

3-8 Normal mode to local mode evolution in S0 C2H2 . . . . . . . . . . . 84

4-1 ungerade levels from 45800− 46240 cm−1 . . . . . . . . . . . . . . . 94

4-2 Reduced term value plot for the 21B3 and 11B1 polyads . . . . . . . . 103

4-3 IR-UV double resonance spectrum of C2H2 in the region 45820−45850

cm−1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4-4 IR-UV double resonance spectra of the 3361, K = 1 level . . . . . . . 107

4-5 Reduced term value plot of the 3361, K = 1 level . . . . . . . . . . . . 108

15



4-6 Reduced term value plot of theB5 polyad in the vicinity of the 3361, K =

1 level . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4-7 Spectra of the cis-62 level . . . . . . . . . . . . . . . . . . . . . . . . . 116

4-8 ungerade levels from 46280− 46550 cm−1 . . . . . . . . . . . . . . . 118

4-9 IR-UV double resonance spectrum of C2H2 near 46359 cm−1 . . . . . 120

4-10 Reduced term value plot near 46359 cm−1 . . . . . . . . . . . . . . . 121

6-1 Effective frequency plots for different potentials . . . . . . . . . . . . 148

6-2 Potential Shape and ωeff . . . . . . . . . . . . . . . . . . . . . . . . . 150

6-3 Ab initio Wavefunctions of Barrier Proximal States . . . . . . . . . . 158

6-4 Experimental ωeff for the 3n62 Levels . . . . . . . . . . . . . . . . . . 160

6-5 Experimental ωeff for Different Progressions . . . . . . . . . . . . . . 162

6-6 ωeff for Spectator Modes . . . . . . . . . . . . . . . . . . . . . . . . . 164

7-1 High Sensitivity LIF for Predissociated States . . . . . . . . . . . . . 170

7-2 The K = 2 level of 3462, detected by H atom action REMPI. . . . . . 172

7-3 Triplet Splitting Intensities in H atom REMPI spectra . . . . . . . . 173

7-4 One-Dimensional Toy Model for K-staggerings . . . . . . . . . . . . . 177

16



List of Tables

1.1 Vibrational Modes of X̃ C2H2 . . . . . . . . . . . . . . . . . . . . . . 23

2.1 Ã 1Au
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Chapter 1

Introduction

Chemical reactions consist of three parts: reactants, products, and whatever hap-

pens in between. While tools for studying reactants, products, and even intermediates

are well developed, information about the reaction pathways through phase space is

usually inferred rather than directly measured. A convenient simplification is to

construct a potential energy surface for the reacting system, whereby points can be

characterized topographically. Minima and horizontal asymptotes correspond to re-

actants, products, and intermediates, while local maxima and saddle points separate

the distinct chemical species. Saddle points, often referred to “transition states”, are

of particular importance for reaction kinetics because they lie at the highest point on

the lowest energy path from reactants to products. Despite their importance, tran-

sition states have not been amenable to study by the techniques that yield detailed

information about the minima. The goal of this thesis, in the broadest sense, is to

address this chemical problem by answering a double-ended spectroscopic question

- how does the presence of an energetically accessible reaction pathway affect the

spectrum of a molecule and can we characterize that path, particularly the transition

state, from information contained in the spectrum?

Spectroscopy and patterns are inextricably linked. Obtaining information from

any spectral feature is predicated on placing it in some context, so that its char-

acteristics (position, intensity, width, lineshape) can be interpreted. In most cases,

much or all of this process is automatic; in other words, the experimentalist has prior
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knowledge of what paradigm pertains to the spectrum to be studied. For example, the

chemistry student who records an infrared spectrum knows that the peaks observed

correspond to bond vibrations, and can then use that information to identify the

molecules present in the sample. Even in advanced applications of spectroscopy, the

basic model that should be applied to the data is not often in doubt, once the spec-

trum has been recorded and assigned. Perhaps the main reason for this is that simple

quantum mechanical problems solved long ago (to list a few: the hydrogen atom,

harmonic and Morse oscillators, rigid rotor) provide the basis for understanding the

spectra associated with electronic, vibrational, and rotational degrees of freedom,

respectively.

When we consider the spectroscopy of chemically reactive systems, however, we

find ourselves in uncharted territory. The simplest chemically relevant problem, an

asymmetric double minimum, cannot easily be considered as an extension of any of

the classic quantum mechanical examples, especially in the region of interest proximal

to the transition state. The approach taken in this work has been to examine the

spectrum of a prototypical molecule capable of isomerization, beginning at the lower

minimum and progressing upwards in energy towards the transition state. In the

course of this investigation, the limits of traditional spectroscopic models are reached

and new models are developed out of necessity, which turn out to be intimately related

to the properties of the transition state.

It is important to note that our primary goal is new understanding of a spectrum

and what information it contains about molecular dynamics. Higher sensitivity and

resolution, often benchmarks of spectroscopic success, may be prerequisites but not

necessarily sufficient to learn something qualitatively new. Similarly, in theoretical

calculations or modeling of data, the focus is on matching experiment with sufficient

precision in order to understand what the spectrum is telling us. Recognizing a new

spectroscopic pattern and its meaning is a process that requires examining a large and

varied data set in great detail. A challenge of this approach is that it is not possible

to predict what new results will translate into “progress” and outline a specific, long-

term research plan or experimental design in advance. The research direction of this
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thesis therefore consisted of constant evaluation of our current understanding of the

patterns in the spectrum and their meaning. The individual research units described

in the chapters outlined below were conceived and carried out on an almost ad hoc

basis, according to our assessment at any given time. Only in hindsight does it appear

that they led along a clear path from the initial questions to the final conclusions.

1.1 Thesis Outline

• The remainder of this Introduction provides some background on our system of

choice, S1 C2H2, the first singlet electronically excited state of acetylene, and

the cis-trans isomerization it supports. The essential experimental elements

used in this work are also briefly described.

• Chapter 2 documents the first experimental observation of cis S1 C2H2, along

with the evidence for this unexpected assignment, given the forbidden nature

of the Ã 1A2 ←X̃ 1Σ+
g electronic transition. A surprising K-staggering is found

in the rotational structure of the cis 3161 vibrational level, somewhat analogous

to the well-known tunneling splitting in NH3.

• Chapter 3 describes a reduced dimension Discrete Variable Representation (DVR)

calculation performed to calculate the energy levels and wavefunctions of S1

C2H2, intended to explore whether the effects of isomerization could lead to

the appearance of S1 cis levels in the spectrum. Other aspects of cis-trans

interactions were also investigated using the results of the calculation, which

was the first ab initio work to use a level of theory adequate to obtain accurate

agreement with experiment for all of the vibrational frequencies.

• Chapter 4 contains the analysis of infrared-ultraviolet (IR-UV) double reso-

nance laser induced fluorescence (LIF) experiments that accessed the ungerade

vibrational states of S1 C2H2 from 45800− 46550 cm−1. Several new subbands

of transitions to cis levels were observed, in addition to a significant new portion

of the trans vibrational manifold.
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• Chapter 5 reports experimental and ab initio anharmonic force fields of the

cis and trans conformers of S1 C2H2, based partially on the data collected in

Chapter 4. Building on these force fields, it is possible to model the entire

trans vibrational manifold simultaneously, instead of piecemeal. The results

of this global fit point to extensions of the model that enable incorporation

of vibrational levels that are significantly affected by the isomerization. This

eventually leads to an understanding of the effect of the transition state on the

spectrum, discussed in the following chapter.

• Chapter 6 identifies a new spectroscopic pattern that heralds the approach to the

transition state, a dip in the effective vibrational frequency that appears at the

saddle point energy. This concept is justified theoretically and used to explain

the unusual vibrational level structure of trans S1 C2H2 at high vibrational

excitation. It is further proposed that this dip phenomenon is quite general

for saddle points on potential energy surfaces, and could be used to extract

the important input parameters to transition state theory from experimental

spectra.

• Chapter 7 presents spectra and assignments in the near-barrier region of S1

C2H2, detected either by LIF or by H atom action resonantly enhanced mul-

tiphoton ionization (REMPI) spectroscopy. Particularly noteworthy are the

K-staggering rotational perturbations, which become increasingly common and

large in magnitude as the transition state energy is approached.

1.2 Acetylene

Before providing some necessary background on the relevant electronic states of

acetylene, it seems appropriate to explain briefly why this molecule is a good candidate

for investigating the core questions of this thesis. If all of the states of the reacting

system are to be spectroscopically accessible, it is necessary for the system to be com-

pletely bound, which requires a non-bond-breaking unimolecular isomerization. (We
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will see, however, that there is a strong relationship between the spectroscopic pat-

terns found in dissociative and non-dissociative chemical processes.) As a tetratomic,

acetylene is one of the smallest molecules that can support a conformational change

between qualitatively different shapes, making it appropriate for our purposes. Other

convenient characteristics include that it is a permanent gas, and its linear symmetric

structure composed of light atoms simplifies the spectrum. Consequently, acetylene

has been the object of many physical chemistry and spectroscopic studies too numer-

ous to list, and the wealth of information available in the literature makes it yet more

attractive for new experiments and calculations.

The following is intended to introduce some salient features of spectroscopic study

of the cis-trans isomerization in S1 C2H2. The topics touched on here are expanded

upon, with references to the literature, where appropriate in subsequent chapters.

For those new to the subject, the series of papers by Ingold and King [1] is a good

place to begin.

1.2.1 S0 and S1 C2H2

The S0 X̃
1Σ+

g ground electronic state of acetylene is a linear, closed shell, cen-

trosymmetric molecule, containing a C≡C triple bond. Its five vibrational modes are

listed in Table 1.1, and its ground state rotational constant is 1.1766 cm−1. Using

the most naive possible estimate of 2B for line spacings, the spectral density is on

the order of 100× less than our laser resolution. This sparseness of lines is decidedly

not the case in reality for the electronic spectrum.

Table 1.1: Vibrational Modes of X̃ C2H2

Mode Symmetry Frequency (cm−1) Motion

ν1 σ+
g 3372.87 sym. CH str.

ν2 σ+
g 1974.32 CC str.

ν3 σ+
u 3288.68 antisym. CH str.

ν4 πg 612.098 trans bend
ν5 πu 726.835 cis bend
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When one of the π-electrons of the triple bond is excited to an antibonding π∗

orbital, the resulting 1Σ−
u configuration is unstable with respect to both cis and trans

bending [2]. The S1 Ã cis 1A2 and trans 1Au conformers thus formed are near-prolate

asymmetric tops, whose geometries and vibrational frequencies are listed in Tables 3.1

and 5.1. As nonlinear molecules, the S1 conformers have 6 vibrational normal modes,

numbered differently than the S0 vibrations. The only complex correspondence is

that the doubly degenerate ν ′′4 and ν ′′5 vibrations in S0 become the a-axis rotation and

the trans-bend ν ′3, and the torsion ν ′4 and cis-bend ν ′6, respectively. The Ka angular

momentum projection quantum number of the excited state then corresponds to the

vibrational angular momentum ` of the ground state.

The complications associated with the large change in geometry and the descent

in symmetry extend to the selection rules of the Ã-X̃ band system. Ordinarily, the

electronic symmetries would dictate a c-axis transition, with a corresponding selection

rule of K ′
a − `′′ = ±1. The small reorientation of the principal axis system, known

as “axis switching” [3], relaxes this restriction, as do the Coriolis interactions found

between states containing quanta of ν ′4 and ν ′6. These Coriolis interactions also often

interfere with the distinction between a/b symmetries, but g/u symmetry is still

maintained, such that transitions are vibrationally g ↔ g or u ↔ u. The symmetry

aspects of the Ã-X̃ system can be worked out in the unified framework of Complete

Nuclear Permutation and Inversion symmetry groups [4], and a useful illustration (in

equivalent rigid point group notation) can be found in Fig. 2-3.

The redeeming feature of the large geometry change in the Ã-X̃ band system

is the extensive Franck-Condon (FC) envelope it causes. Despite the low overall

strength of the band system, it is possible to access more than the usual number of

vibrational states, and therefore larger swathes of the potential energy surface. In

fact, the maximum of the Franck-Condon distribution lies among states even higher

in energy than the range studied thus far, with other detection considerations, such

as quantum yield, coming into play before FC activity dies out. The FC active modes

are those that oppose the change in equilibrium geometry: the CC stretch ν2, because

of the change in bond order and therefore length, and the trans bend ν ′′4/ν
′
3, often
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abbreviated “V ” in the literature. It is worth noting that the Ã-X̃ system does

not, strictly speaking, obey the separation between electronic and vibrational parts

of the wavefunction behind the Franck-Condon principle, and in fact the electronic

transition Σ−
u ← Σ+

g would be forbidden. Distortion into trans-bent geometries leads

to an allowed transition, but the transition remains forbidden in cis bent geometries.

The variation of the electronic transition moment µ with geometry is illustrated in

Fig. 3-7.

The cis and trans S1 conformers mentioned above lie approximately 2500 cm−1

apart in energy, with trans below cis . The transition state between them lies about

5000 cm−1 above the trans minimum, and has a nearly half-linear planar structure.

Somewhat surprisingly, torsional excitation appears to have little to do with this

particular cis-trans isomerization. The local maximum at linearity is far above the

energies considered in this thesis, although some early signs of quasilinear behavior

are observed with excitation in ν ′3.

One important spectroscopic concept critical to understanding S0 and S1 C2H2 is

that of a polyad, a group of strongly interacting states all of which must be treated

simultaneously [5]. Two or more vibrational modes with near integer frequency ratios

will generally lead to polyads, but different types of resonant interactions can lead to

very different polyad behavior. Polyads in the ground state of acetylene have been

treated extensively [6, 7]. In the S1 excited state, the two low frequency bends, ν ′4

and ν ′6 have near identical frequencies and a large K4466 interaction matrix element,

resulting in the bending Bn polyads, where n = v4+v6 is the approximately conserved

vibrational quantum number. The structures of these polyads, and particularly their

anomalous evolution as a function of energy, are central to this thesis.

Two other phenomena that affect the Ã-X̃ spectrum, and are therefore tangen-

tially related to the topic of this thesis, are intersystem crossing and predissociation.

Intersystem crossing in C2H2 has been studied extensively by the Field group, and

is reviewed in [8, 9]. For the purposes of analyzing the Ã-X̃ band system, spin-orbit

interaction with three low-lying triplet electronic states causes line splittings, lifetime

variation, quantum beats, and small rotational perturbations. Predissociation refers
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to the possibility of fragmentation into C2H+H, which occurs ∼ 3900 cm−1 above the

trans zero point level. The primary consequence is a severe drop in the fluorescence

quantum yield, making LIF detection difficult. Some lifetime broadening would be

expected, but surprisingly little is observed. This implies some selectivity in the path-

way(s) to fragmentation. Below the threshold for production of Ã C2H, dissociation

must proceed via intersystem crossing and/or internal conversion to S0. The details of

the mechanism(s) are not completely understood, despite previous experimental and

theoretical study. Some new preliminary insights will be discussed in Ch. 7, based

on new assignments that force reinterpretation of older data, and on our new high

resolution H atom action spectra.

1.3 Experimental Apparatus

1.3.1 Vacuum System and Molecular Sources

All of the supersonic jet/molecular beam experiments described in this thesis were

performed in an 8′′ diameter cylindrical vacuum chamber, equipped with a diffusion

pump (Varian, VHS-6) that was backed with a mechanical belt pump (Welch, 1397).

The chamber would reach an ultimate vacuum of around 1 × 10−6 torr, rising to no

more than 1 millitorr under gas load.

For molecular sources, pulsed nozzles were employed, based on two major types.

Most commonly used was a solenoid valve (General Valve, Series 9, 0.5 − 1 mm

orifice), operated at 20 Hz, which produced the coldest rotational and vibrational

temperatures. A Jordan valve (C-211 PSV, Jordan TOF) that produced rotationally

cold but vibrationally warmer samples, was used when searching for hot bands, also

operated at 20 Hz. Results from attempting to heat either valve type were mixed, and

eventually a pyrolysis nozzle (based on that used by the Ellison group, UC-Boulder)

was used to produce vibrationally hot, rotationally cold molecular beams, by passing

a jet expansion through a SiC tube heated to > 1000K. Acetylene was expanded

through these nozzles either neat or seeded in He or Ar, with backing pressures
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ranging from 1− 4 atm.

The REMPI experiments required a differentially pumped system for the mi-

crochannel plate (MCP) detector. A second chamber, separated from the first by a

slide valve, was constructed for this purpose, with a small turbopump (Varian, V-

250). This second chamber easily achieved vacuum of 5 × 10−7 torr, and remained

significantly below 10−5 torr under load. A skimmer was mounted on the source

chamber side of the slide valve, and velocity map imaging style ion optics were at-

tached on the detector chamber side. These consisted of a repeller, extractor and

ground plate held in place by alumina rods (eV Parts, Kimball Physics). The MCP

detector (C-701, Jordan TOF) was placed at the other end of the detector chamber

after a field-free drift region approximately 9” in length. The differentially pumped

chamber could be equipped with a fast ion gauge (Beam Dynamics) for monitoring

the molecular beam. A simple but essential piece of the REMPI chamber was a port

above the interaction region for a beam tool to guarantee the overlap of the (focused)

lasers. This consisted of a 1/4” diameter aluminum rod with 1/32” and 1/16” holes

drilled in it, which could be raised and lowered through a Cajon tube fitting.

1.3.2 Lasers and Detection

The spectra obtained in this thesis were produced by scanning a tunable dye laser

equipped with an intracavity etalon (Lambda Physik, FL3002E). The visible laser

output was frequency doubled in β-barium borate (BBO) to produce UV light. A

stray reflection of the fundamental was directed through a heated Te2 absorption cell

for frequency calibration. The dye laser was pumped by the third harmonic (355 nm)

of a Q-switched solid state Nd:YAG laser (Spectra Physics, PRO-270), operating at

20 Hz. The laser triggering and other timing delays for the apparatus were controlled

by SRS and BNC delay generators.

IR light for double resonance experiments was produced by difference frequency

generation (DFG) as follows. A second tunable dye laser (FL2002) was pumped

with the second harmonic (532 nm) of the same pump laser to produce 750-800 nm

light. This beam was combined in a LiNbO3 crystal (Spectra Physics, WEX) with the
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Nd:YAG fundamental (1064 nm), generating IR light around 3 µm. The WEX output

could be amplified in a second LiNbO3 crystal by optical parametric amplification,

again using 1064 nm. A simple photoacoustic cell was used to find acetylene IR lines.

Because of the optical table layout and the fact that the IR and UV lasers used the

same pump laser, the UV light required a 30 foot delay line to ensure proper temporal

coincidence of the laser pulses at the interaction region.

For the H atom REMPI experiments, a third tunable dye laser (Cobra-Stretch,

Sirah GmbH) was used to generate the 243.135 nm light that ionized H atoms by 2+1

REMPI. This laser was pumped by the third harmonic of a separate Nd:YAG laser,

and frequency doubled in BBO. A wavemeter (Wavemaster, Coherent) was used to

verify the laser wavenumber (20564.74 cm−1). In these experiments the photolysis

and the REMPI laser beams were focused into the interaction region by 50 and 30

cm lenses, respectively. A 2′′ UV-enhanced aluminum spherical mirror (Thorlabs)

retroreflected the REMPI laser, greatly enhancing the 2+1 H atom signal. Under

these same conditions, the C2H
+
2 signal from 1 + 1 REMPI could also be obtained

from the time of flight spectrum recorded by the MCP detector.

LIF detection was accomplished by use of a 2′′ head-on photomultiplier tube

(R375, Hamamatsu). Scattered light was virtually eliminated by the combination

of a series of 4 iris baffles (SM1 components, Thorlabs) in long arms off of the source

chamber, Brewster windows, and filtering the PMT input with dichroic mirrors (for

example, ArF 45◦ HR @ 193 nm, used for rejection @ 220 nm), and colored glass fil-

ters (UG-5 or UG-11). Telescoping collection optics were mounted inside the chamber

using a lens tube similar to that used for the baffle system.

All data was collected on a digital oscilloscope (LeCroy) and transferred to a com-

puter operating a LabView VI that controlled the data acquisition and laser scanning.

The averaged oscilloscope traces were also saved for post-processing, if necessary.

Weaker signals were amplified with a fast preamplifier (DHPVA-200, Femto), which

increased the dynamic range of the spectra. Auxiliary data (photodiode signals for

monitoring laser power and Te2 transmission) were sent to boxcar integrators (SRS)

and then transferred by GPIB to the computer.
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Chapter 2

Cis-trans isomerization in the S1

state of acetylene: identification of

cis-well vibrational levels

Abstract

A systematic analysis of the S1-trans (1Au) state of acetylene, using IR-UV double
resonance along with one-photon fluorescence excitation spectra, has allowed assign-
ment of at least part of every single vibrational state or polyad up to a vibrational
energy of 4200 cm−1. Four observed vibrational levels remain unassigned, for which
no place can be found in the level structure of the trans-well. The most prominent of
these lies at 46175 cm−1. Its 13C isotope shift, exceptionally long radiative lifetime,
unexpected rotational selection rules and lack of significant Zeeman effect, combined
with the fact that no other singlet electronic states are expected at this energy, in-
dicate that it is a vibrational level of the S1-cis isomer (1A2). Guided by ab initio
calculations [10] of the cis-well vibrational frequencies, the vibrational assignments of
these four levels can be established from their vibrational symmetries together with
the 13C isotope shift of the 46175 cm−1 level (assigned here as cis-3161). The S1-cis
zero-point level is deduced to lie near 44900 cm−1, and the ν6 vibrational frequency
of the S1-cis well is found to be roughly 565 cm−1; these values are in remarkably
good agreement with the results of recent ab initio calculations. The 46175 cm−1

vibrational level is found to have a 3.9 cm−1 staggering of its K-rotational structure
as a result of quantum mechanical tunneling through the isomerization barrier. Such
tunneling does not give rise to ammonia-type inversion doubling, because the cis and
trans isomers are not equivalent; instead the odd-K rotational levels of a given vibra-
tional level are systematically shifted relative to the even-K rotational levels, leading
to a staggering of the K-structure. These various observations represent the first
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definite assignment of an isomer of acetylene that was previously thought to be unob-
servable, as well as the first high resolution spectroscopic results describing cis-trans
isomerization.

The results in this chapter have been published in the Journal of Chemical Physics

[11].

2.1 Introduction

The concept of cis-trans (geometric) isomerism in certain organic compounds was

first recognized by van ’t Hoff in 1874. [12] Isomers of this type differ only in the

arrangement of the substituents at a carbon-carbon double bond, but do not inter-

convert because the potential energy barrier to internal rotation about the double

bond is far too high to be surmounted at ordinary temperatures. In some cases the

cis and trans isomers have very different properties. The classic example [12–15] is the

pair of butenedioic acids, maleic acid and fumaric acid. In the cis isomer (maleic acid)

internal hydrogen bonding can occur between the two carboxylic acid groups, whereas

in the trans isomer the hydrogen bonding must occur between adjacent molecules,

leading to a much higher melting point. In quantum terms these molecules represent

two minima at different energies on the same potential energy surface, separated by

a large potential barrier.

Low lying vibrational levels of the two isomers will have energy level patterns that

are characteristic of rigid molecules, though their vibrational frequencies will differ to

some extent. Near the isomerization barrier the vibrational structures of the two iso-

mers must merge into a single large amplitude pattern, since the vibrational motion

must encompass both isomeric forms. Exactly how the vibrational level structure

evolves in this non-symmetric double minimum situation has not been fully estab-

lished, though the basic ideas follow from the many studies that have been made

of simpler, symmetric potential barrier situations such as internal rotation [16] and

ammonia-type inversion. [17–21]

One of the simplest systems that possesses cis and trans isomers is the first excited

singlet electronic state (S1) of acetylene, C2H2. Ab initio calculations [22–32] predict
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that the trans isomer is the more stable, with the cis isomer lying about 2700 cm−1

higher, and the barrier to isomerization (saddle point) about 2000 cm−1 higher still.

Transitions from the 1Σ+
g ground electronic state to levels of the cis-well are forbidden

by the electric dipole selection rules, being 1A2 −1A1 in the C2v point group. On the

other hand transitions to levels of the trans-well are dipole-allowed (1Au −1Ag in the

C2h point group), and their analysis provided one of the first examples of a molecule

changing its point group on electronic excitation. [1, 33, 34] Acetylene is light enough

that the vibrational structure of the trans-well [35–37] is not impossibly dense at the

energy of the isomerization barrier, which makes it possible to recognize and interpret

irregularities that encode the isomerism. Furthermore, there is the possibility that

cis-well levels can tunnel through the barrier, pick up some intensity by interaction

with nearby trans-well levels, and appear weakly in the absorption spectrum.

The analyses of Refs. [1, 33–37] characterized the Franck-Condon allowed levels of

the 1Au upper state, assigning them to progressions in the ν2 (C=C stretch) and ν3

(trans-bend) vibrations. The ungerade fundamentals, ν4 (torsion), ν5 (C-H antisym-

metric stretch) and ν6 (cis-bend), were established later by analysis of IR-UV double

resonance spectra. [38, 39] More recently, jet-cooled excitation spectra [40] have re-

vealed a number of new combination levels involving the low-lying bending vibrations,

ν4 and ν6. The energies of these new levels could not be explained easily in terms of

the known fundamental frequencies. To clarify the assignments of these levels we un-

dertook a systematic analysis of the level structure of the 1Au (S1-trans) well [41–44]

using IR-UV double resonance and one-photon fluorescence excitation spectra. The

unexpected positions of the new combination levels turned out to result from unusu-

ally strong Darling-Dennison resonance between the ν4 and ν6 vibrations. [41, 43] In

the end, a very complete picture of the energy level pattern emerged. Together with

data from other workers, [1, 33–39] some part of every vibrational polyad (or isolated

vibrational level which is not part of a polyad) predicted up to a vibrational energy

of 4200 cm−1 has now been securely identified.

Four observed vibrational levels, for which there was no place in the level structure

of the S1-trans well, [43] remained unassigned in the energy range up to 4200 cm−1.
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These levels lie at 45610, 45735, 46114 and 46175 cm−1. For the level at 46175 cm−1

(3977 cm−1 above the trans-well origin), the evidence is now clear that it belongs

to the cis-well; this level forms the main subject of this paper. The evidence is less

complete for the other three vibrational levels but, taken as a whole, the evidence for

all four levels adds up to a consistent picture.

2.2 Experimental Details

The spectra of 12C2H2 and 12C13CH2 used for this paper are the same as those

reported in Refs. [41–43]. Full details were given in Ref. [41], so that only a brief

summary is needed here.

Laser-induced fluorescence excitation spectra of pure acetylene were recorded us-

ing an unskimmed free jet expansion from a General Valve series 9 pulsed valve, with

0.5 mm orifice diameter and ∼200 kPa backing pressure. A Lambda Physik 3002E

pulsed dye laser, frequency-doubled in a β-barium borate crystal, provided the laser

radiation, which was detected by a Hamamatsu R331 photomultiplier. 130Te2 vapor

was used for frequency calibration. [45]

For the IR-UV double resonance experiments, infrared radiation was obtained by

difference frequency generation in a LiNbO3 crystal: an injection-seeded Nd:YAG

laser (Spectra-Physics PRO-270), operating at 1064 nm, and a tunable dye laser

(Lambda-Physik FL2002), operating in the range 740-790 nm, provided the pumping.

The IR output was amplified in a second LiNbO3 crystal to about 3 mJ/pulse. The

observed acetylene line widths are about 0.09 cm−1.

Laser excitation spectra of 13C2H2 in the region near 46200 cm−1 were recorded

in a static room-temperature cell. The output of a Lambda-Physik FL2002 dye laser,

pumped by an XeCl excimer laser, and operating with Coumarin 440 and 450 dyes,

was frequency-doubled in a β-barium borate crystal. The sample of 13C2H2 (MSD

Isotopes, 98% enriched) was subjected to several freeze-pump-thaw cycles for further

purification, and its fluorescence was recorded by a Hamamatsu R331 photomultiplier.

Calibration was again provided by 130Te2 vapor. [45]

32



2.3 Background and Discovery of the 46175 cm−1

Vibrational State

The S1-trans well has its zero-point level at 42197.57 cm−1. [35] Its vibrational

assignments are simple to make at low energy, but by 46000 cm−1 the density of the

level structure is at the point where the assignments of the weaker bands are not

always obvious, for various reasons. At low vibrational energy the fact that the low-

lying bending vibrations, ν4 and ν6 have almost the same frequency (764.9 and 768.3

cm−1, respectively [38]) causes the vibrational structure to form polyads, in each of

which the sum of the v4 and v6 quantum numbers is constant. However the overtones

of the ν4 and ν6 modes suffer from strong Darling-Dennison resonance, [41] which

causes the energy range of each vibrational polyad to expand vastly as the vibrational

quantum numbers increase. For example, the K ′ = 1 levels of the v4 + v6 = 5

pure-bending polyad (which we abbreviate as B5) are spread out over 400 cm−1.

The combination levels formed by the bending vibrations and the totally symmetric

vibrations form similar polyads. There is often considerable overlap between the

various polyads, and because anharmonic resonances can occur between them, [43]

the structure becomes increasingly complicated. A further problem is created by the

half-linear structure of the molecule at the cis-trans isomerization barrier. [26] In such

a half-linear structure, one end of the molecule has a CCH bond angle of about 120◦

while the CCH group at the other end is nearly linear. The minimum energy pathway

to isomerization does not lie along any one of the vibrational normal coordinates, but

rather along a combination of two coordinates, Q3 (trans-bend), and Q6 (cis-bend).

The result is huge diagonal cross-anharmonicity (x36) in levels where both ν3 and

ν6 are excited, [43, 46] which causes the energy spread of the vibrational polyads to

increase even more. A final problem is that, because of poor Ã–X̃ Franck-Condon

factors and Ã-state predissociation effects, some of the expected vibrational bands

at higher energy are unobservably weak, which prevents complete sampling of the

vibrational manifold.

Both the IR-UV double resonance and the one-photon fluorescence excitation spec-
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tra reach this point of complexity at an excitation energy of about 46000 cm−1. The

IR-UV double resonance spectrum is particularly challenging because 15 significantly

interacting vibrational levels are expected to lie in the region 45800–46200 cm−1. We

have invested considerable effort (as yet unpublished) into assigning the states in this

region, and find that the K ′ = 0− 2 levels of all 15 vibrational levels should lie below

46150 cm−1, with the exception of some of the components of the B5 polyad. The

double resonance spectrum in the region 46160–46240 cm−1, as recorded via the Q

branch of the infra-red (ν3 + ν4)
′′ combination band at 3897 cm−1, is shown in the

top part of Fig. 2-1. The structure of the B5 polyad can be predicted accurately (±2

cm−1) from calculations based on the lower energy bending polyads. [41] Three of its

sub-bands can be assigned at once from the calculations, and two unrelated Coriolis-

induced sub-bands, with K ′ = 3 and 4, can also be recognized. This leaves two

moderately strong low-K sub-bands unassigned, a K ′ = 0 sub-band at 46175.4 cm−1

and a K ′ = 2 sub-band at 46227.1 cm−1. Assuming that their upper states belong

to the same vibrational level, and recalling that the K-structure of an asymmetric

top is described by the energy level expression [A−1
2
(B+C)]K2, their separation gives

the rotational constant A−1
2
(B+C) = 12.94 cm−1, which is a typical value for the

vibrational levels of the S1-trans well. Nevertheless there is no place for these levels in

the vibrational manifold of the S1-trans well, since every level expected in this region

is accounted for. (As we show below, this value of A−1
2
(B+C) is also consistent with

a level of the S1-cis well.)

The one-photon fluorescence excitation spectrum in the same wavenumber region

is illustrated in the lower part of Fig. 2-1. Most of the bands near this region come

from the severely overlapped 2131B2 and 31B4 polyads. Detailed calculations based

on vibrational parameters obtained in fits of lower energy polyads, which take the

Coriolis and Darling-Dennison interactions into account, have led to unambiguous

assignments for the components of these two polyads. [43] All of the observed bands

are now accounted for except for a moderately strong K ′ = 1 sub-band at 46192.2

cm−1. As Fig. 2-1 shows, this band lies 3.9 cm−1 from the position that would

be expected for it on the assumption that it belongs to the same vibrational state as
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Figure 2-1: Upper trace: IR-UV double resonance spectrum of acetylene in the region
46160−46240 cm−1 recorded via the Q branch of the (ν3+ν4)

′′ band. Two sub-bands,
with K ′ = 0 and 2, which cannot be fitted into the manifold of the S1-trans state,
occur at 46175.4 and 46227.1 cm−1. Lower trace: One-photon excitation spectrum
of acetylene in the same wavenumber range. A K ′ = 1 sub-band at 46192.2 cm−1

lies 3.9 cm−1 above the expected position of the K ′ = 1 sub-band of the upper trace.
In both spectra the assignments of the underlying trans-well rotational structure are
shown in blue and green.
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the unassigned levels of the double resonance spectrum. However such an assumption

violates the g−u symmetry selection rules if the vibrational state involved is localized

in the S1-trans well (1Au). Upper states reached in one-photon excitation from the

1Σ+
g ground vibrational level must have gerade vibrational symmetry, while upper

states reached in double resonance via the (ν3 + ν4)
′′ level (which has Πu symmetry)

must be vibrationally ungerade. Rotational levels with different values of K in the

same vibrational state cannot have different g−u symmetry. The conclusion is either

that the K ′ = 1 level does not belong to the same vibrational state as the K ′ = 0

and 2 levels or that it is not localized in the S1-trans well. As we show in the next

Section, the second alternative is the correct one.

This Section has concentrated exclusively on the 46175 cm−1 vibrational level

where, as we shall see, the evidence is very strong that this level belongs to the S1-

cis well. Similar accounts can be given for the 45610, 45735 and 46114 cm−1 levels,

though the data are not as complete. Those levels are discussed in Sec. 2.5.

2.4 Assignment of the 46175 cm−1 State to the S1-

cis Electronic State

2.4.1 13C Isotope shifts

Several lines of evidence, in addition to the fact that there is no place for them

in the manifold of the S1-trans well, indicate that the unassigned levels of Fig. 2-1

belong to the S1-cis well. The strongest argument is based on the carbon isotope

shifts of the K ′ = 1 level at 46192.2 cm−1, which are illustrated in Fig. 2-2.

Figure 2-2 contains two spectra, both covering the region 46184.5 − 46210 cm−1.

The upper trace is the spectrum of jet-cooled acetylene, where most of the features are

due to 12C2H2, though some very weak lines of H12C13CH, present in natural abun-

dance, also appear. The lower trace is the excitation spectrum of 13C2H2, recorded

at room temperature in a static cell. The strong saturated lines in this spectrum are

high-J lines from the tail of the very intense 34
0, K = 1 − 0 band at 46260 cm−1;
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Figure 2-2: (a)Jet-cooled excitation spectrum of the 46192 cm−1 (K ′ = 1) sub-band
of 12C2H2. Some weak lines of H12C13CH, present in natural abundance (2.216%, due
to the two equivalent carbon atoms and 1.108% natural abundance of 13C), are also
seen. (b) Room temperature excitation spectrum of 13C2H2 in the same wavenumber
range. The strong lines, which have been artificially truncated, are high-J Q and P
lines from the very intense 34, K ′ = 1 sub-band at 46260 cm−1. The assignments
of some of them are marked below the wavenumber scale. The tie lines above the
spectrum give the assignments of the 13C2H2 isotopomer of the 46192 cm−1 band.
To make the isotope shifts more visible, the Q(1) tie line has been thickened for the
three isotopomers.
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some of the line assignments are marked at the bottom of the figure. The tie-lines

located between the two traces display the rotational assignments of the K ′ = 1 band

at 46192 cm−1 (12C2H2) and the corresponding bands of H12C13CH and 13C2H2. It

is immediately clear that the isotope shift for 13C2H2 is almost exactly twice that for

H12C13CH, confirming that the bands of all three isotopomers have the same vibra-

tional assignment; also that the bands shift to higher frequency with increasing 13C

substitution. The actual isotope shifts are ∆ν (12C2H2 − H12C13CH) = −3.03 cm−1

and ∆ν (12C2H2 − 13C2H2) = −6.13 cm−1.

The 12C2H2 − H12C13CH isotope shifts for the trans-well vibrations ν1 − ν4 were

determined in Ref. [43], where the shifts per quantum were given as ν1: 3.8 cm−1; ν2:

23.4 cm−1; ν3: 5.3 cm−1 and ν4: 0.9 cm−1. (The shifts for ν5 and ν6 should be similar

to those of ν1 and ν4 as can be seen from the results of recent ab initio calculations,

[10] given in Table 2.1.) The isotope shift of the zero-point level is roughly −6.8

cm−1, which means that the vibrational contribution to the 12C2H2 − H12C13CH

isotope shift of the 46192 cm−1 band would be about 3.8 cm−1 if it belongs to the

trans-well. The upper state of the 46192 cm−1 band must be a combination level if it

belongs to the trans-well, since it lies 3980 cm−1 above the zero-point level. Given the

known values of the fundamental frequencies and their isotope shifts, from Table 2.1,

it is clear that no trans-well combination level at an energy of 3980 cm−1 can have

such a small vibrational contribution to its 12C2H2 − H12C13CH isotope shift. On

the other hand, if the level belongs to the potential well of a different S1 conformer,

for which the minimum lies above that of the trans-well, the vibrational contribution

to its isotope shift should be smaller, since the level will lie lower in its potential

well. In this context we note that recent ab initio calculations [10] predict that the

zero-point level of the S1-cis well lies at 44856 ± 50 cm−1, which is about 2700 cm−1

above the zero-point level of the S1-trans well. Assuming that the 46192 cm−1 level

belongs to the S1-cis well, its observed isotope shift matches the expected shift very

convincingly, but we defer discussion of it until after the vibrational assignments have

been considered (Sec. 2.5).

The assigned lines of the 46192 cm−1 band and its isotopomer partners are listed
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in Table 2.2, along with the lines of the K ′ = 0− 1 and 2− 1 sub-bands.

Table 2.1: 12C2H2 − H12C13CH isotopomer shifts-per-quantum for the trans-well vi-
brations of the S1 state of acetylene, calculated ab initio [10] for harmonic vibrations.
Values in cm−1. The frequencies given in the left column are the observed fundamen-
tals of S1-trans 12C2H2.

Vibration ∆ν (12C2H2 − 12C13CH2)
ν1 (ag, 2880.1 cm−1) 4.0
ν2 (ag, 1386.9) 25.9
ν3 (ag, 1047.6) 6.2
ν4 (au, 764.9) 1.1
ν5 (bu, 2857.5) 5.5
ν6 (bu, 768.3) 1.2

2.4.2 Rotational structure of transitions to the S1-cis well

We have not yet recorded IR-UV double resonance spectra of 13C2H2, and therefore

cannot show from isotope data alone that the unassigned K ′ = 0− 2 levels of Fig. 2-

1 belong to the same vibrational state, though the lifetime data (see Section 2.4.4,

below) strongly suggest that they do. It was noted in Section 2.3 that, if these three

K ′ levels belong to a single vibrational state of the trans-well, the K ′ = 1 levels

should not appear in the one-photon fluorescence excitation spectrum if the K ′ = 0

and 2 levels appear in the IR-UV double resonance spectrum. However group theory

arguments show that the appearance of the K ′ = 1 levels in the one-photon spectrum

is precisely what must happen if the levels belong to a single vibrational state of the

cis-well.
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Table 2.2: Assigned lines of the 46175 cm−1 band (cis-3161) and its isotopic counterparts. Values in cm−1. * = blended line

K = 0 - 1 K = 1 - 0 K = 2 - 1
J R P R Q P R Q P
0 46194.42
1 46179.51 46196.46 46191.96 46231.21
2 46181.28 46170.5 46198.39 46191.48 46187.36 46233.02 46226.51
3 46182.86 46167.73 46200.12 46190.77 46184.68 46234.58 46225.93 46219.47
4 46184.21 46164.81 46201.74 46189.83 46181.92 46235.94 46225.14 46216.65*
5 46185.41 46161.71 46203.23 46188.67 46178.97 46237.13 46224.18 46213.39
6 46158.38 46204.55 46187.25 46238.11 46223.02
7 46205.72 46185.6 46238.94 46221.62

Isotopic bands, K = 1− 0
H12C13CH 13C2H2

J R Q R Q P
0 46197.4 46200.44
1 46199.36 46195.02 46202.35 46198.26
2 46201.21 46194.51 46204.08 46197.62 46193.73
3 46202.91 46193.82 46205.7 46196.91 46191.13
4 46204.50* 46192.87 46207.14 46195.95 46188.41
5 46208.38 46194.75 46185.55
6 46209.69* 46193.36 46182.55*
7 46210.51 46191.65 46179.32
8 46211.31 46189.77 46175.98
9 46211.99 46187.6 46172.43
10 46212.42 46185.21 46168.78
11 46212.75* 46182.55* 46164.93
12 46212.75* 46179.74 46160.93
13 46176.70* 46156.76
14 46152.3
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It is not necessary to go beyond rigid-molecule considerations to understand the

group theory arguments. In essence the difference between the cis and trans isomers

is that in C2v symmetry the rovibronic wave functions can transform like all four

symmetry species, A1, A2, B1 and B2, in any given vibronic state, while in C2h

symmetry they can only transform as Ag and Bg in a gerade vibronic state or Au and

Bu in an ungerade vibronic state. Looking up the species of the rotational levels of

asymmetric tops in different point groups,[47] it is easy to show that the observed R

and P branch structure of the K ′ = 0 sub-band in the double resonance spectra of

Fig. 2-1 will result if the upper state is eA2 × vB2 = evB1 in C2v symmetry or eAu ×
vBu = evBg in C2h symmetry. Figure 2-3 is an energy level diagram that shows the

branch structures that arise in these two cases in fluorescence excitation spectra from

the zero-point level of the ground state and in double resonance spectra via the Q

branch of (ν3 + ν4)
′′ (Πu). The figure shows that a Bu upper vibrational state in C2h

symmetry will give only K = 0 − 1 and 2 − 1 sub-bands in double resonance from

(ν3 + ν4)
′′, according to the C-type selection rule, K ′ − l′′ = ±1, though a weaker

axis-switching or Coriolis-induced K = 1 − 1 sub-band may be observable given the

right circumstances (dashed lines in the figure). However, there will be no transitions

from the ground vibrational state of the molecule. In contrast, a B2 upper vibrational

state in C2v symmetry will give K = 0− 1 and 2− 1 sub-bands in double resonance

and a K = 1− 0 sub-band in one-photon excitation.

The important result is that, for cis-well upper states, bands involving even-K ′

and odd-K ′ levels cannot appear in the same spectrum. For trans-well upper states all

K ′ levels (subject to the line strengths given by the direction cosine matrix elements)

will appear either in the one-photon spectrum or in the double resonance spectrum,

but not both.

2.4.3 Tunneling effects and K-staggering

Rigid-molecule arguments, as just described, will be valid up to about the energy

of the cis-trans isomerization barrier. Even below that energy, effects arising from

tunneling through the barrier will start to become noticeable. Exactly how the levels
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Figure 2-3: Energy level diagram showing the rotational structure expected for the
46175 cm−1 state in one-photon excitation and in IR-UV double resonance via the Q
branch of the (ν3 + ν4)

′′ level. Left side: assuming it belongs to the S1-cis well. Right
side: assuming it belongs to the S1-trans well. The ground state and the (ν3 + ν4)

′′

level (lower part of the figure) are common to the two parts of the diagram. The
symmetry species given for them are reductions of the linear molecule species onto
the point groups C2v and C2h.
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behave will depend on the mechanism of the cis-trans isomerization. It is not the

purpose of this paper to go into the details of the permutation-inversion group theory

that is required to describe the observed tunneling effects,[48] but essentially there

are three possible mechanisms, requiring description by three different permutation-

inversion groups. The energy level patterns are predicted to be different in these three

cases.

The mechanism that has received most attention [4, 49] treats the torsion as the

only large amplitude coordinate, which leads to isomerization by internal rotation,

as in H2O2. For C2H2 the ab initio results predict [26] that the molecule is half-

linear at the isomerization barrier, which implies a second mechanism where the

large amplitude motions leading to isomerization are local CCH bends, one at each

end of the molecule, with the molecule always remaining planar. Naturally, the

barrier to internal rotation goes to zero when the molecule is half-linear. This leads

to a third mechanism in which the internal rotation is added to the two local bends

to give a complete description of the isomerization; embodying three large amplitude

coordinates, the permutation-inversion group required [48] is of order 32.

Assuming the C2H2 molecule remains planar, with the isomerization occurring

exclusively through the local bends, the predicted level pattern is that even-K levels

go with one of the two tunneling components of a vibrational state and odd-K levels

go with the other. [48] No actual splittings will be observed, but instead there will be a

staggering of odd-K levels versus even-K levels. At energies close to the barrier, where

internal rotation must also be considered, there will be three tunneling components

for each vibrational state, resulting in a further staggering of the K = 2, 6, 10, . . .

levels versus the K = 0, 4, 8, . . . levels. (There is no further staggering of the odd-K

levels.) The level shifts associated with this additional staggering mechanism will

probably not be significant until quite close to the isomerization barrier.

The K structure pattern of the levels in Fig. 2-1 appears to be an example in

which staggering is observed. The S1-trans isomer has very large Coriolis interaction

between its ν4 and ν6 vibrations because of the near-degeneracy of their frequencies.

On the other hand, ab initio calculation of the S1-cis well frequencies (summarized in
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Table 2.3) indicates a different situation, where the corresponding two frequencies are

nearly 250 cm−1 apart;[10] therefore there will be only minimal Coriolis interaction in

the S1-cis isomer. Consequently, we can expect the S1-cis vibrational states to behave

as unperturbed asymmetric tops, so that the rotational constant A−1
2
(B+C) derived

from the K ′ = 0 and 2 levels in Fig. 2-1 truly reflects the molecular geometry. Taking

r(CC) = 1.3423 , r(CH) = 1.0983 and θ(CCH) = 132.62◦, from Ref. [10], we calculate

A−1
2
(B+C) for the cis isomer to be 12.79 cm−1. This is very close to the observed

value, 12.94 cm−1, derived from Fig. 2-1, which suggests that the internal rotation

tunneling mechanism is not important for this vibrational state. As the arrow in

Fig. 2-1 indicates, the K ′ = 1 level lies 3.9 cm−1 above where the asymmetric top

energy formula predicts. Since the centrifugal distortion constant ∆K calculated from

the ab initio potential is only 0.00826 cm−1, and there is no reason to suspect that the

46175 cm−1 level is significantly perturbed, our interpretation is that this 3.9 cm−1

shift represents the staggering of the K structure that results from tunneling through

the isomerization barrier.

Table 2.3: Ab initio-calculated harmonic vibrational frequencies of the S1-cis state of
C2H2.

Harmonic frequencies calc. isotope shift [10]
Ref. [26] Ref. [31] Ref. [10] 12C2H2 − 12C13CH2

ν1 CH sym stretch (a1) 3049 3094 2997 5.5
ν2 CC stretch (a1) 1659 1577 1583 29.1
ν3 sym bend (a1) 816 812 806 0.6
ν4 torsion (a2) 704 860 817 4.3
ν5 CH antisym stretch (b2) 2996 3044 2942 4.5
ν6 antisym bend (b2) 441 677 572 3.7

Experimentally the ν6 frequency is estimated, from the energy difference between the 3161 and
31 levels (i.e. not corrected for anharmonicity), to be 565 cm−1.

2.4.4 Lifetime and quantum beat measurements

In contrast to the nearby levels of the S1-trans well, which have upper state life-

times of about 300 ns, the K ′ = 1 upper level of the 46192 cm−1 band has a radiative

lifetime of at least 2 µs (for J ′ = 1e). (This is approximately the longest lifetime that

44



we can measure with our collection optics before the molecules leave the detection

region.) The lifetimes of the K ′ = 0 and 2 levels of the double resonance spectrum

shown in Fig. 2-1 have not been measured directly but, from spectra recorded with

the detection gated at different delay times, are found to be much longer than those

of the surrounding vibrational levels. This result strongly suggests that all three

unassigned upper levels belong to the same vibrational level, and also provides clear

evidence that the upper level is metastable, as expected for a level of the S1-cis well,

where the electronic transition to the ground state is forbidden, being 1A2 − 1A1 in

C2v symmetry.

Nevertheless, many of the rotational levels of the S1-trans isomer are perturbed

by triplet states, and have lifetimes longer than 1 µs. [50, 51] It must then be asked

if the 46192 cm−1 level could be a triplet level. At this energy only the T3 state

has vibrational structure that is sparse enough for spin-orbit interaction to induce a

transition to one complete isolated triplet vibrational level. Even so, the rotational

structure might be expected to show triplet splittings and possibly local perturbations

in such a case. The deciding factor is the rotational magnetic moment, which should

be large for a triplet state. [50] We have recorded Zeeman quantum beats from a

number of vibrational bands in this region, and find that the pattern given by the

46192 cm−1 level is similar to those given by most of the securely-assigned S1-trans

levels in the region. The observed |g|-factor for the R(0) line is only 0.089, which

means that the upper state has principally singlet character.

Interestingly, spectra of the K ′ = 1 level at 46192 cm−1 and the S1-trans 3164,

K ′ = 1 level at 46087 cm−1 have been recorded using the technique of surface elec-

tron ejection by laser-excited metastables (SEELEM). [52] (N.B.: these levels are

not correctly assigned vibrationally in Ref. [52], as that paper was published before

detailed calculations of the polyad structure [43] had established the vibrational as-

signments.) SEELEM spectra are observed when a metastable species is excited by

laser excitation, and travels for a time that is huge compared to a typical radiative

lifetime, before striking a metal surface and causing the emission of an electron. The

vertical excitation energy of the metastable must be larger than the work function of
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the metal. In the experiments of Ref. [52], the travel time was 300 µs, and the metal

used was gold, which has a work function of 41000 cm−1. Ab initio calculations [31]

predict that the only metastable triplet state of C2H2 lying high enough in energy

to give SEELEM intensity is the T3 state. The metastable T1 and T2 states lie too

low to give SEELEM intensity though, since their levels form a near-continuum at

46000 cm−1, they presumably contribute to the observed magnetic moments of the

46192 and 46087 cm−1 levels (the 46087 cm−1 level has |g| ∼ 0.01). The 46192 cm−1

band gives a strong, clean SEELEM spectrum, where the rotational intensity pat-

tern closely follows that of the laser excitation spectrum. [52] In contrast the much

stronger 46087 cm−1 band gives only a weak disorganized SEELEM spectrum. At

present it is not clear why the SEELEM intensities of the two bands are so different;

if it should prove that C2H2 in its S1-cis state lives long enough to contribute directly

to the SEELEM intensity, SEELEM spectroscopy could possibly provide a method

to identify other S1-cis levels in the laser excitation spectrum.

2.5 Vibrational Assignments of the cis Well States

As discussed at the end of Sec. 2.1, the 46175 cm−1 vibrational level is the best-

characterized of the observed states that do not fit into the vibrational manifold of

the S1-trans well. Assuming that this state belongs to the S1-cis well, it must have B2

vibrational symmetry, while its small 13C isotope shifts imply that it lies quite low in

the potential well, probably below 2000 cm−1.

The other three vibrational levels that we have found, which do not fit into the

manifold of the S1-trans well, all lie below the 46175 cm−1 level. They give rise to

very weak bands where we do not observe the complete set of K ′ = 0− 2 rotational

levels. The most interesting of these levels appears as a K ′ = 0 sub-band at 45734.7

cm−1 and a K ′ = 2 sub-band at 45790.8 cm−1, in double resonance via the ground

state (ν3 + ν4)
′′ level. The assigned lines are listed in Table 2.4. The K ′ = 0 sub-

band is a single Q branch in double resonance via the Q branch of (ν3 + ν4)
′′, but

appears as R and P branches in double resonance via the R branch of (ν3 + ν4)
′′.
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This is consistent with A2 upper state vibrational symmetry. The derived value of

A−1
2
(B+C) is 14.03 cm−1, from which we can predict the expected position of the

corresponding K ′ = 1 sub-band, but nothing is found at this energy in either one-

photon fluorescence excitation or double resonance spectra. The K ′ = 0 levels have

an exceptionally long fluorescence lifetime, compared to other nearby trans states.

This further suggests that they cannot belong to states localized in the S1-trans well.

The other unassigned vibrational levels appear just as single sub-bands. One of

these is a K ′ = 1 sub-band at 45622.7 cm−1, which is found in double resonance

via the ν ′′3 fundamental. The upper state vibrational symmetry is therefore either

A1 or B1. However the upper levels of the Q lines lie below the upper levels of the

R and P lines, which requires that the vibrational symmetry is A1, assuming that

the asymmetry splitting behaves normally. This assumption appears to be valid,

because the asymmetry coefficient, B−C = 0.073 cm−1, is only slightly smaller than

what would be expected for an unperturbed vibrational level of the S1-cis well (0.085

cm−1). The intensity of this sub-band appears to come from interaction with the

topmost K = 1 level of trans-31B3, which lies only 8.1 cm−1 below. [43] We have not

found the corresponding K ′ = 0 and 2 sub-bands; the K ′ = 0 sub-band should lie

near 45610 cm−1.

The other unassigned vibrational level which appears as a single sub-band is a

K ′ = 0 level at 46114.0 cm−1 that perturbs the K ′ = 0 level of the trans-1131

vibrational state between J ′ = 5 and 6. It is found as a hot band from the ν ′′4

fundamental in the one-photon excitation spectra. The perturbation in trans-1131

had been noted in Ref. [40], but no extra lines were observed, and little could be said

because of blending in their higher temperature spectra. Our jet-cooled spectra give

the branch structures of both states up to J ′ = 7, and show that the perturbing state

has A1 vibrational symmetry. The interaction matrix element between the two states

is 0.30 cm−1. We have looked without success for the K ′ = 2 levels of the unassigned

state near the corresponding levels of trans-1131.
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Table 2.4: (a) Assigned lines of the 45734.7 cm−1 band (cis-41), observed in IR-UV
double resonance via the Q branch of the (ν3 + ν4)

′′ level. Values in cm−1.

K= 0 - 1 K= 2 - 1
J Q R Q
1 45734.57 45795.09
2 45734.26 45797.02 45790.38
3 45733.79 45798.73 45789.96
4 45733.17 45789.38
5 45732.46 45788.63
6 45731.51
7 45730.36
8 45729.08

(b) Assigned K ′ = 1 upper state energy levels of the 45610 cm−1 state (cis-31),
observed in IR-UV double resonance via R and P lines of the ν ′′3 fundamental. Values
in cm−1.

J K ′ = 1e K ′ = 1f
1 45625.09 45624.98
2 45629.46 45629.23
3 45636.07 45635.61
4 45644.88 45644.14
5 45655.83

(c) Assigned lines of the trans-1131, K = 0−ν ′′4 and cis-62, K = 0−ν ′′4 bands. Values
in cm−1.

J R Q P
1 45506.31 45507.03 45502 45502.75 45499.84* 45500.59
2 45508.09 45508.77 45501.66* 45502.36 45497.24 45498
3 45509.66 45510.32 45501.08* 45501.78 45494.49 45495.22
4 45511.01 45511.64 45500.34 45500.97* 45491.57 45492.25
5 45512.16 45512.99* 45499.37 45499.99 45488.99
6 45512.99* 45513.74* 45498.16* 45498.81 45484.94 45485.66
7 45496.81 45497.42 45481.47
8 45495.22* 45477.51 45478.32
9 45493.26

The trans-1131 − ν′′4 band is the higher frequency component at low J values. An avoided crossing
with cis-62 occurs between J ′ = 5 and 6. Blended lines are marked with an asterisk. The Q(9) line
was not included in the least squares fit given in Table 2.5.
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Table 2.5: (a) Rotational constants from least squares fitting of the S1-cis bands at 46175, 45735 and 45623 cm−1

State 46175 cm−1 (cis-3161) 45735 cm−1 (cis-41) 45610 cm−1 (cis-31)

Isotopomer 12C2H2 H12C13CH 13C2H2
12C2H2

12C2H2

T0(K=0) 46175.362 ± 0.023 45734.701 ± 0.042
T0(K=1) (46192.206) 46195.239 ± 0.026 46198.336 ±0.020 45622.67 ±0.036

A 14.019 0.01 13.89 fixed 13.76 fixed 15.135 0.011 13.95 fixed
B 1.1258 0.0011 1.0934 0.0033 1.0597 0.0003 1.185 0.002 1.118 0.003
C 1.037 0.0013 1.0086 0.0033 0.9809 0.0004 1.02 fixed 1.045 0.005

∆JK 0.00074 0.0003
Todd−even 3.906 0.02

r.m.s. 0.0191 0.0147 0.0174 0.0253 0.0213

Values in cm−1. Error limits are three standard deviations. Constants not listed were not included in the fits. The parameter Todd−even gives the
K-staggering, defined as the distance that the K ′ = 1 level lies above its expected position according to the asymmetric top energy expression. The
even and odd K levels were fitted to the same set of rotational constants, except that Todd−even was added to the energy of the K ′ = 1 levels. The
parameter T0(K = 1) is equivalent to T0(K = 0)+A− 1

2 (B+C)+Todd−even. The band at 45623 cm−1 is the K = 1 − 0 sub-band of the cis-31
0 band,

of which the origin is estimated to lie at 45610 cm−1.

(b) Rotational constants from deperturbation of the interacting trans-1131, K = 0 and cis-62, K = 0 levels, neglecting asymmetry
effects

T0 (cis-62, K = 0) 46114.01 ± 0.05
(B+C) (cis-62, K = 0) 1.0853 0.0018
T0 (trans-1131, K = 0) 46114.51 0.05
(B+C) (trans-1131, K = 0) 1.0716 0.0014
W12 0.296 0.019
r.m.s 0.0151

Values in cm−1. The interaction matrix element, W12, is assumed to have no J-dependence. The fit was carried out on term values calculated from
Table 2.5(c) together with energy levels for ν′′4 from Ref. [35]. Error limits are three standard deviations.
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The fact that we do not find the complete K ′ = 0 − 2 level structure for these

three bands is disappointing but perhaps not unexpected. The sub-bands that can

be observed are quite weak, and there is no reason why all three sub-bands with

K ′ = 0 − 2 should have comparable intensities, since levels with even and odd K ′

values obtain their intensity by interaction with different trans-well vibrational levels.

In passing we note that the absence of the complete K ′ = 0−2 level structure for these

bands argues against the possibility that the intensity comes from vibronic coupling

with higher-lying electronic states. If the intensity comes through vibronic coupling,

we would not expect to see a K-dependence of the observed intensities.

To obtain the vibrational assignments of these states we must be guided partially

by the ab initio calculations [10, 26, 31] of the cis-well vibrational frequencies and

their isotope shifts, which are summarized in Table 2.3. This table shows that we

do not need to consider the two CH stretching vibrations, ν1 and ν5 because they

will lie near 2900 cm−1, while the CC stretching vibration, ν2 will have much too

large an isotope shift for the 46175 cm−1 state. The key lies in the 45735 cm−1 state,

which has A2 vibrational symmetry. The only vibrational states with A2 symmetry

expected below 2000 cm−1 are the torsional fundamental, 41, and the combination

levels 3141 and 4162. If the 45735 cm−1 state is 41, which is calculated to have a

vibrational energy of close to 800 cm−1, the zero-point level of the S1-cis well will

lie near 44900 cm−1. If the 45735 cm−1 state is one of the combination levels, the

S1-cis zero-point level will lie at least 800 cm−1 lower. The most recent ab initio

calculations of Ref. [10] give the energy of the S1-cis zero-point level as 44856 ± 50

cm−1. Since the probable uncertainty in this value is far smaller than 800 cm−1, the

only reasonable assignment is that the 45735 cm−1 level is the torsional fundamental,

41. Given this assignment, it is clear that there is excellent agreement between the

calculations and the observed spectrum; both predict the S1-cis zero-point level to lie

near 44900 cm−1.

Returning to the 46175 cm−1 level, which has B2 vibrational symmetry, this level

is now known to have about 1300 cm−1 of vibrational energy. The only possible B2

states below about 2000 cm−1 are 61, 3161 and 63. Of these an assignment as 3161
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gives good agreement with the calculated frequencies.

The lower of the two A1 levels, at 45610 cm−1, must then be the ν3 fundamental.

Its energy allows the cis-ν6 frequency to be estimated roughly as 46175 − 45610 =

565 cm−1. Although this value agrees remarkably well with the harmonic frequency

calculation of Ref. [10], this agreement must be to a large extent fortuitous, because

the levels 31 and 3161 lie on the cis-well pathway to the isomerization barrier, and must

suffer very considerably from anharmonicity, in similar fashion to the corresponding

trans-well levels. [43] We note that the anharmonicity constant x36 for the S1-cis state

is calculated ab initio [53] to have the exceptionally large value of −54.2 cm−1.

The upper of the two A1 levels, at 46114.0 cm−1 (a vibrational energy of approx-

imately 1200 cm−1), then fits as the overtone 62. In principle it would be possible to

estimate the position of the zero-point level from this assignment, but in the presence

of such strong anharmonic effects such an estimate would be of dubious value. Figure

4 shows the observed and predicted vibrational level structure of the S1 state of acety-

lene, as presently understood, up to a vibrational energy of about 5000 cm−1 (near

the energy of the isomerization saddle point). The Franck-Condon allowed trans lev-

els, [1, 33–37] which are responsible for the strong bands in the absorption spectrum,

are shown in the columns based on ν2 and ν3. Some further trans levels based on ν1

and ν5 surround them, while the trans bending levels and their combinations with ν2

and ν3 fill most of the rest of the figure. At the far right are the observed cis-well

levels and their assignments. It is interesting that, of the six expected lowest-lying

vibrational levels of the cis isomer, all have been observed except for the zero-point

level and the 61 level.

As for the isotope shift of the 46175 cm−1 level (3161), the calculated vibrational

contribution to its 12C2H2 − H12C13CH shift (from Table 2.3) is 4.3 cm−1. Assuming

that the isotope shift of the zero-point level is the same as that of the trans-well,

−6.8 cm−1, the calculated 12C2H2 − H12C13CH shift is −2.5 cm−1, which is to be

compared to the observed −3.03 cm−1.

The rotational constants derived from least squares fits to the lines of the various

S1-cis well bands are given in Table 2.5.
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Figure 2-4: Observed and predicted K = 0 levels of the S1 state of C2H2 up to a vibra-
tional energy of 5000 cm−1. Red lines indicate vibrational levels of the trans isomer
which have been established by rotational analysis; the four observed cis well vibra-
tional levels (at the right hand side of the figure) are indicated by blue lines. Green
lines indicate the positions predicted for as-yet-unassigned or unobserved states. The
diagram is complete for the trans isomer to 5000 cm−1; a few predicted states above
that energy are shown if they belong to polyads that extend below 5000 cm−1.
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2.6 On the Origin of the K-Staggering

One of the most interesting results of this work is the observation of an even-odd

staggering in the K-structure of the cis-3161 level, which indicates that tunneling

through the cis-trans isomerization barrier takes place. Both the DVR calculations of

Ref. [10] and the group theory considerations of Ref. [48] predict that such a staggering

should occur, but it is not immediately obvious why it arises. A qualitative discussion

may help to clarify its origin.

Assume initially that the only vibrational motions possible for C2H2 are CCH

bending motions at the two ends of the molecule, and that it always remains planar.

Cis-trans isomerization can take place if one of the CCH bending angles is reversed.

Next assume that C2H2 is in an electronic state where the equilibrium configuration

is cis-bent, and there is no potential minimum at the trans configuration. It is no

longer possible to reverse just one of the CCH bending angles, but if both of the CCH

bending angles are reversed at the same time, the cis-bent planar C2H2 molecule is

converted into another, equivalent, cis-bent planar configuration. This new configu-

ration will have exactly the same energy states as the original configuration. If the

potential energy barrier between these two cis configurations is small, such that the

molecule can tunnel through it, one has the possibility of inversion-like doubling of the

vibrational levels of the two configurations, just as in the familiar case of NH3. [17–21]

Unlike NH3, though, one can take acetylene back to its original configuration by a

C2 rotation about the inertial a-axis, which means that the new configuration is the

same as the original one. Since there is only one possible configuration, the energy

states of the second configuration must be thrown away.

Detailed examination of their effects on the various molecule-fixed coordinates [48]

shows that the reversal of the CCH bending angles and the C2 rotation about the a-

axis are inextricably linked. To be exact, when these two operations are carried out in

sequence, it looks as though nothing has happened to the molecule, or in other words

that the identity operation has been carried out. However point group arguments

do not apply if tunneling occurs. In the language of extended permutation-inversion
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groups this identity is a limited identity (i.e. limited to the non-tunneling situation),

because the coordinates corresponding to the two operations, individually, have not

returned to their original values. [54] This complicates the throwing away process.

The limited identity is one of the symmetry operations of the extended permutation-

inversion group. Symmetry arguments [48] show that even-Ka and odd-Ka rotational

functions are, respectively, symmetric and antisymmetric under this limited iden-

tity operation; the same applies to the sum and difference inversion-like tunneling

functions. Also, acceptable rotation-tunneling product functions must be symmetric

under this limited identity operation. The result is that the acceptable states (which

are not thrown away) are those with even-Ka belonging to the symmetric (sum) tun-

neling component, and those with odd-Ka belonging to the antisymmetric (difference)

tunneling component. In essence the K-staggering in the cis-3161 vibrational level

is what remains of the energy level pattern of the cis-to-cis inversion-like tunneling

doubling after half the K-structure in each component has been thrown away. There

is no K-staggering in vibrational levels of NH3, where all K values are present in both

inversion components.

The S1 state of acetylene has cis and trans isomers occurring on the same electronic

potential surface, but with a large potential maximum at the linear configuration. In

this case the possibility of reversing both CCH bending angles in the two isomers

leads to four potential minima, two cis and two trans. These are illustrated in Fig.

3a of Ref. [31], Fig. 1 of Ref. [10] and Fig. 4 of Ref. [48]. When the molecule in one of

the cis wells tunnels through the interconversion barrier to the other cis well, it passes

across one of the trans wells, but since the energy level structure of the cis wells is

quite different from that of the trans wells, there is no inversion-like doubling between

the cis and trans isomers as a result of tunneling through the barrier, because the cis

and trans isomers are not equivalent. The cis-to-cis inversion-like doubling, giving

rise to K-staggering, must still occur, but there will be no splittings. There will be a

corresponding trans-to-trans inversion-like doubling, with similar K-staggering in the

trans-well levels. More detail is given in Ref. [48], which includes a discussion of the

additional staggering that occurs when tunneling through the isomerization barrier
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as a result of internal rotation must also be considered.

It may be argued that the K-staggering in C2H2 should not be compared with

the inversion of NH3, but rather with the level pattern of a triatomic molecule such

as H2O when it has sufficient bending excitation to become linear. In the H2O case

the K-structure changes smoothly at the barrier to linearity from an asymmetric top

pattern to a linear molecule pattern, and there are no discontinuities that alternate

with K. However this is not what happens in C2H2, where the level pattern is like

that of NH3, but with the even-K levels missing in one inversion component of a

vibrational level, and odd-K levels missing in the other.

2.7 Discussion

This work illustrates for the first time some of the high resolution spectroscopic

signatures of cis-trans isomerization. The state involved, the S1 state of acetylene, is

well suited for a study of this type because its vibrational structure is comparatively

sparse near the cis-trans saddle point, and the bands can be observed in transitions

from a different electronic state where no cis-trans isomerism is possible, thereby

simplifying the analysis.

To summarize, transitions from the ground electronic state of acetylene are allowed

to the lower energy (trans) isomer of the S1 state, but not to the cis isomer, which

lies about 2700 cm−1 higher. The interconversion barrier (saddle point) lies about

2000 cm−1 still higher in energy, with the transition state being half-linear. [26] The

isomerization coordinate which carries the shape of the molecule from that of the

trans isomer to that of the transition state is a linear combination of two normal

coordinates, Q3 (trans bend) and Q6 (cis bend). Very large higher-order cross-terms

between Q3 and Q6 are therefore needed in the potential function in order to represent

the minimum energy pathway along the isomerization coordinate. As a result, the

vibrational levels that involve excitation of both ν3 and ν6 are highly anharmonic. [43,

46] Very detailed analyses of the level structure of the trans-well are required in order

to identify each level [43] and, so far, every expected level of the trans-well has been
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accounted for up to a vibrational energy of 4200 cm−1. A few weak extra bands

at lower energy are left over. The upper states of these extra bands do not belong

to a triplet electronic state, because they are observed to have only small Zeeman

effects; their carbon isotope shifts are not compatible with their energy relative to

the zero-point level of the trans isomer; ab initio calculations predict no other singlet

electronic states in this energy region, [31] and the upper states have extremely long

lifetimes, indicating that they are metastable. The conclusion is that these extra

vibrational levels belong to the S1-cis isomer, and comparison with the results of ab

initio calculations [10, 55] strongly supports this conclusion.

The upper state of the most obvious cis-well band assigned so far is cis-3161 (46175

cm−1). This is not altogether surprising because the isomerization pathway in the cis

isomer is also a combination of Q3 and Q6, where these coordinates are the symmetric

and antisymmetric in-plane bends. The cis-3161 state lies only about 700 cm−1 below

the interconversion barrier, and has a high probability of tunneling through it. The

tunneling has two consequences. One is that the cis-3161 state can interact with

levels of the trans-well close by in energy, and thereby obtain appreciable absorption

intensity. As discussed in the previous section, the other is that its K structure shows

a staggering of the odd-K levels versus the even-K levels, [48] amounting to no less

than 3.9 cm−1.

As yet no K-staggerings have been identified in trans-well levels. The reason

for this is that the bending states of the trans isomer suffer from strong Coriolis and

Darling-Dennison resonance, so that it is difficult to establish the zero-order positions

of the K-rotational levels. Nevertheless the progressive breakdown of the simple

Coriolis plus Darling-Dennison model for the higher bending combination polyads of

the trans isomer [43] must reflect the onset of K-staggerings. Not every predicted

level near the energy of the interconversion barrier will show K-staggerings, of course;

the magnitudes of these staggerings will depend on the specific vibrational quantum

numbers, and on how effectively the molecule in a particular state can tunnel through

the barrier.

In addition to this even-odd K-staggering arising from local-bend tunneling, there
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will be a further staggering of the K = 2, 6, 10, ... levels versus the K = 0, 4, 8, ...

levels, when tunneling due to internal rotation becomes important near the cis-trans

saddle point. [48] Table 2.5 shows that the A rotational constant of the torsional

fundamental, cis-41, is about 1 cm−1 larger than that of cis-3161, which (as described

in Section 2.4.3) is close to the value calculated from the ab initio geometric structure.

The K ′ = 2 level of cis-41 (45790.8 cm−1) lies not far above the upper K ′ = 2 level

of trans-22B1 (45777.9 cm−1); [43] thus we cannot rule out the possibility that it has

been pushed up by interaction with it. Nevertheless the effects of internal rotation are

expected to be magnified on excitation of the torsional vibration and, when only the

K ′ = 0 and 2 levels are observed, any staggering due to internal rotation tunneling

will appear as a change in the apparent A rotational constant derived from their

separation. [48] Therefore it is not impossible that there is a K-staggering of about 4

cm−1 due to internal rotation tunneling in the cis-41 vibrational level. Nothing can

be said in this instance about possible staggering due to the local-bend tunneling

(odd-K versus even-K) since the K ′ = 1 level of cis-41 has not been located.

A number which could be of some significance is the interaction matrix element

between the cis-62 and trans-1131 levels, which is found, from the minimum rotational

level separation at the perturbation between them, to be 0.30 cm−1. (See Table 2.5.)

In a simple model this matrix element would be the product of an electronic factor, a

cis-to-cis tunneling matrix element and a cis-trans vibrational overlap integral, divided

by a cis-trans energy denominator. It will be instructive to attempt to reproduce this

number by ab initio calculation.

The vibrational energy level pattern expected at higher energies can be predicted

roughly from the DVR calculations reported in Ref. [10]. Those states which have

many quanta of ν3 and ν6 will show progressively larger K-staggerings, which will

rapidly become so large that it will be difficult to associate a given set of even-K levels

with a corresponding set of odd-K levels. Their vibrational wave functions, instead

of being mostly localized either in the two cis-wells or in the two trans-wells, will have

amplitude in all four wells, and the mixed state vibrational characters of the even-

and odd-K levels will become increasingly different. The assignment of approximate
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vibration-rotation quantum numbers will require very detailed calculations. Since the

barrier to internal rotation vanishes at the half-linear transition state, there will be

a further staggering of the K = 2, 6, 10, ... levels versus the K = 0, 4, 8, ... levels,

as just described. In contrast, the progressions that do not involve the bending

vibrations will continue normally, as at lower energy, barring minor perturbations

and resonances.

The level pattern above the interconversion barrier will presumably reorganize

itself according to a new basis set, just as the levels of the ν2 (umbrella) vibration

of ammonia above the inversion barrier can be treated as those of a planar molecule

vibrating with large amplitude. It would seem that the bending levels of acetylene

above the cis-trans isomerization barrier should rearrange themselves into those of

a non-linear molecule vibrating with three very large amplitude coordinates. The

vibrational wave functions will sample all of the available bending phase space, so

that any given level can no longer be labeled specifically as cis or trans. Above the

potential maximum at the linear configuration the level pattern will become that of

a linear molecule but, at that high energy, interactions with other electronic states

will almost certainly obscure the pattern.

In conclusion, the spectrum of a molecule capable of cis-trans isomerization con-

sists of superimposed spectra from the two isomers in the energy region below the

interconversion barrier. Those vibrations corresponding to the minimum energy path-

way to isomerization are extremely anharmonic, and those levels near the barrier

which can tunnel through it display staggerings in their K-rotational structure. At

the interconversion barrier the levels merge into a very different-looking large ampli-

tude vibrational pattern. Those vibrations that are not involved in the isomerization

path behave normally, so that the spectrum consists of overlapping progressions with

different degrees of complexity.

Many aspects of the spectrum are different from those of molecules showing inver-

sion doubling or internal rotation. We are continuing work on the interesting region

of the S1 state of acetylene where the vibrational level pattern is reorganizing itself

near the barrier to isomerization.
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Chapter 3

Reduced Dimension DVR Study of

cis-trans Isomerization in the S1

State of C2H2

Abstract

Isomerization between the cis and trans conformers of the S1 state of acetylene
is studied using a reduced dimension DVR calculation. Existing DVR techniques are
combined with a high accuracy potential energy surface and a kinetic energy operator
derived from FG theory to yield an effective but simple Hamiltonian for treating
large amplitude motions. The spectroscopic signatures of the S1 isomerization are
discussed, with emphasis on the vibrational aspects. The presence of a low barrier
to isomerization causes distortion of the trans vibrational level structure and the
appearance of nominally electronically forbidden Ã 1A2 ← X̃ 1Σ+

g transitions to
vibrational levels of the cis conformer. Both of these effects are modeled in agreement
with experimental results, and the underlying mechanisms of tunneling and state
mixing are elucidated by use of the calculated vibrational wavefunctions.

The results in this chapter have been published in the Journal of Chemical Physics

[10].

3.1 Introduction

The history of the Ã state of acetylene is full of spectroscopic surprises. Beginning

with the discovery that acetylene changes shape from linear to trans-bent upon elec-
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tronic excitation [1, 33, 34], the Ã← X̃ spectrum has exhibited a string of unexpected

phenomena, including axis switching [3], triplet perturbations [51, 56, 57], as well as

unusually strong Coriolis interactions and Darling-Dennison resonance between the

bending vibrations [38, 41]. Most recently, the comprehensive assignment of the low

energy vibrational structure has led to the identification of several “extra” levels.

These appear in the spectrum near 3000 cm−1 above the ground vibrational state

of the trans conformer, just as the effective Hamiltonian (Heff) models developed at

lower energy begin to break down [43].

The most probable explanation for these “extra” levels is that they belong to

the cis conformer of the S1 state [11]. Ab initio calculations have long predicted a

cis minimum [26, 31, 58], but experimental confirmation has been hard to come by.

This is because the S1-S0 electronic transition is forbidden in C2v geometries, and any

spectroscopic observation of the cis conformer is therefore expected to manifest itself

in the form of weak transitions or indirect effects, necessarily resulting from vibronic

mechanisms.

The purpose of this paper is to investigate theoretically the spectroscopic conse-

quences of the low barrier isomerization process on the Ã state potential surface. In

general, how will the presence of a second distinct accessible minimum distort the

vibrational energy level patterns? One detail of particular interest is whether S1 cis

states could appear at the observed energies with the intensities observed for the

“extra” levels. The calculations in the literature characterize the relevant stationary

points on the potential energy surface (PES), but cannot address these questions

because of the delocalized nature of the wavefunctions involved in large amplitude

motion and the importance of effects like tunneling. Large amplitude dynamics on

a reduced dimension S1 surface have been studied previously by spectral quantiza-

tion [30, 32], but those calculations focused mainly on the well-known Franck-Condon

active progressions in the CC stretching mode, ν2, and the trans-bending mode, ν3,

while revealing little about the weak or forbidden bands that encode the isomerization

dynamics.

The method we choose for our treatment uses a reduced dimension Discrete Vari-
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able Representation [59]. Since we are investigating an isomerization process, the

calculation must be able to treat large amplitude motions that span the two geome-

tries. DVR methods are well-suited to this type of problem because the basis functions

are not tied to a single center as they usually are in a variational calculation [60].

Since the half-linear transition state [26] and the Franck-Condon active vibrations

are all planar, we can perform a reduced dimension calculation and still expect to

capture the essential features of the experimental spectrum. As described in detail

below, the calculation is performed in the three dimensions that encompass the CC

stretch as well as the trans and cis bending vibrations.

An important ingredient in our calculation is a high accuracy potential energy

surface for an excited electronic state. This work represents the first application of

EOM-CCSDT [61] methods to the PES of a polyatomic molecule, and we believe

there is great promise in applying such methods to the study of electronically excited

states. In fact, we find that this level of theory is necessary to obtain quantitatively

acceptable agreement with experiment for this system.

We obtain from our DVR calculation the vibrational eigenstates of the full S1

potential surface in the three dimensional coordinate space. Since the basis functions

are not defined relative to one specific geometry, the eigenfunctions are not predeter-

mined to belong to either the cis or trans conformer, although they naturally divide

themselves in this way at low energy. We therefore expect that the calculated re-

sults will contain all of the effects we desire to model: the possible existence of cis

levels interspersed among those of the trans conformer, and any mixings between

them that arise from tunneling through the isomerization barrier. Other signatures

of the isomerization, such as the distortion of the trans level structure, should also

be satisfactorily reproduced.

Finally, we note that this method could be generally applicable to other isomer-

izations, even in larger molecules. It allows for a selective treatment of only the few

coordinates relevant to the minimum energy isomerization path, but is still based on

a simple and easily understandable Hamiltonian. Its foundation on established DVR

methods provides computational efficiency and accuracy.
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3.2 Methods

In this section we describe the elements of our method for reduced dimension vi-

brational DVR calculations. Ours is not the first such calculation, even on acetylene

[62, 63], but our approach differs from those of previous authors. We specify signifi-

cant departures from earlier reduced dimension DVR calculations on acetylene where

appropriate.

An important consideration in a reduced dimension calculation is that the qualita-

tive and quantitative accuracy of the results are frequently balanced against the effort

required to perform the calculation. In this work we have gone to some lengths in

order to obtain quantitatively accurate results, but very useful qualitative results can

be had much more easily. Even for spectroscopists, the pattern and assignments of

the levels can be valuable even if quantitative agreement with experiment is poor. We

demonstrate this point later on in connection with the quality of the potential energy

surface and the number of dimensions included in the calculation, which are the two

factors that have the greatest impact on the computational cost of the calculation.

It is appropriate to begin our discussion of the details by mentioning that we

desire a matrix representation of H = T + V , where T and V are expressed in the

same basis. We will examine the two parts of the Hamiltonian separately, but first

we must digress briefly on the subject of coordinate systems.

3.2.1 Molecule-Fixed Coordinate Systems

The choice of coordinate system for a calculation in the molecular frame is a

complicated one. The problem of separating vibration and rotation is exacerbated

when large amplitude motions are possible [64], and even remaining in the center

of mass frame may not be trivial [62, 63] for molecules larger than triatomics. For

acetylene, several different coordinate systems have been used in the literature for

various types of calculations [65, 66]. We find the internal coordinates of FG theory

[67] to be extremely convenient, and recommend them generally. The vibrational

phase space is spanned efficiently by these coordinates, especially at low energy, and
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the G matrix elements [68, 69] derived from them provide a simple way to represent

the kinetic energy operator.

In reduced dimension calculations using internal coordinates, one departure that

may be necessary from the canonical set of such coordinates for a given molecule

concerns their domains. Since the usual set of 3N−6 coordinates is chosen to uniquely

specify all possible geometries (leaving aside linearity for the moment), it may be

necessary to change the domain of one or more of the angles. For example, since we

do not include the usual torsional coordinate, τ , in our planar acetylene calculation,

it is necessary to increase the domain maximum of at least one of the 6 CCH valence

angle bends from π to 2π in order to allow both cis and trans geometries. (In this

paper τ is defined as zero, except in Table 3.1 where τ = π.) Additionally, here

both 6 CCH bends extend from 0 to 2π, a space that encompasses two cis and two

trans minima. The calculated wavefunctions are therefore rovibrational and can be

classified in the G4 CNPI-MS group, as explained in Sec. 3.3.1.

3.2.2 The Potential Energy Surface

The hallmark of all DVR calculations is the simplicity of the potential energy

matrix elements. More generally, any function of coordinates is a diagonal matrix,

〈θi|f̂(x)|θj〉 ≈ f(xi)δij, where the {xi} are the pseudospectral grid points of the DVR

basis [70]. Once a reduced set of coordinates has been chosen, only two things remain

to be done to express V in the DVR basis: finding the appropriate level of ab initio

theory at which to calculate the potential energy surface, and deciding how to treat

the discarded degrees of freedom when the active coordinates are varied.

Previous theoretical investigations of the S1 surface encountered difficulties with

the harmonic frequencies of the trans structure, especially the lowest frequency modes,

ν4 and ν6 [26, 31]. We report here EOM-CCSDT harmonic frequencies and compare

them to EOM-CCSD values and experimental data in Table 3.1. Since we exclude

ν4, the CCSD frequencies seem satisfactory, but still the improved agreement at

CCSDT is obvious. Indeed, we were able to obtain qualitatively useful results with

a CCSD potential surface, but quantitative agreement requires CCSDT. In light of
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this, a reasonable full set of harmonic frequencies appears to be a good criterion for

selecting a level of ab initio theory. The relatively poor quantitative agreement with

experiment obtained in a full dimensional calculation of the vibrational fundamentals

using a CCSD surface [71] corroborates this conclusion, as our reduced dimension

CCSD vibrational fundamentals for ν3 and ν6 are very similar to their results.
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Figure 3-1: A slice of the S1 PES with RCC and RCH at their trans equilibrium values.
The cis minima are located in the lower left and upper right, and the trans minima
are in the upper left and lower right. The energy scale is in cm−1 and the contour
spacing is 103 cm−1.

The simplest approach for dealing with the discarded degrees of freedom is to fix

them at their equilibrium values. While it is impossible to make absolute generaliza-

tions due to the heterogeneous decomposition of the normal modes into the internal

coordinates, our experience is that this approximation leads to computed vibrational

fundamentals within at worst 10% of the experimental values, but usually signifi-
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Table 3.1: Geometries and harmonic frequencies for Ã 1Au
12C2H2: Comparison of

ab initio methods

CCSD [26] CCSDT Expt. [41, 42, 72, 73]
ω1 3107.7 3053.5 (3004)a

ω2 1471.4 1424.6 1410.26
ω3 1106.6 1106.1 1070.34
ω4 614.6 761.5 764.7
ω5 3083.7 3031.0 (2914)a

ω6 745.8 776.5 772.5
6 CCH 123.64 122.09 122.48
RCC 1.3575 1.3743 1.375
RCH 1.0907 1.0963 1.097
T0 43830 42334 42197.57

Frequencies in cm−1, angles in degrees, and bond lengths in Å.
aThese harmonic frequencies are less well determined because their overtones have not yet been

observed. [42]

cantly better. We would have been satisfied with this approximation except for the

Fermi resonance that manifested itself between 2n6m and 2n−16m+2 in early calculated

results, which precluded comparisons with effective Hamiltonian fits to experimental

data. We therefore replace RCC with the normal coordinate for ν2 from the harmonic

frequency calculation, which provides a prescription for varying the CH distances as

the CC bond length changes.1 We did also consider vibrational adiabatic potentials,

which are commonly used in the literature [62, 63]. However, given the limited return

and the enormous computational cost of minimizing the energy at every point on the

entire three dimensional grid, we elected not to pursue this option. A fitted surface

might be more suitable for addressing this particular issue.

3.2.3 The Kinetic Energy Operator

The kinetic energy operator presents several difficulties. The form of the Lapla-

cian in the chosen coordinate system must be determined, which can be very tricky

1The consequences of this substitution for the kinetic energy will be discussed in Section 3.2.3.
This is not a major alteration of the calculation; it significantly improves the value obtained for the
ν2 fundamental and otherwise causes only minor changes in the level structure. Results quoted are
solely from this version of the calculation, except in Sec. 3.3.4.
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[62, 63, 66], especially since singularities in the kinetic energy are possible. Further-

more, expressing the Laplacian in a DVR basis can lead to a non-Hermitian H. The

kinetic energy operator matrix elements are more complicated than those of V , but

we merely need to add matrix representations of differential operators to the trivial

matrix representations of functions of coordinates already in our repertoire. Depend-

ing on the underlying basis, DVR matrix elements of differential operators can be

calculated straightforwardly either via basis transformations to and from a finite ba-

sis representation [74], e.g. a harmonic oscillator, or by explicit formulas [75], most

commonly based on Fourier functions [76–78]. The selection of an appropriate DVR

basis consists primarily of choosing one whose underlying basis functions have the

same boundary conditions as the eigenfunctions to be obtained [77].

We use the G matrix elements to obtain the kinetic energy operator, taking care

to follow Podolsky [79], and also using an explicitly Hermitian form [80] of each term,

such that

T =
−h̄2

2
g1/4

∑
i,j

(
∂

∂Si

)†

g−1/2Gij
∂

∂Sj

g1/4 (3.1)

where g = det |G| and the Si are the internal coordinates. Even though the sum

extends only over the active coordinates, the determinant g includes Gij for all pairs

of coordinates. It is important to note that although the traditional FG matrix

solution invokes the approximation of infinitesimal displacements, the coordinates

themselves and their G matrix elements are valid for motions of any amplitude [67].

We simply represent the functions of coordinates in the Gij as diagonal matrices

instead of evaluating them at a specific geometry. In our planar acetylene calculation

we take care to use the kinetic energy matrix elements for the bending of a linear

molecule [69], since the torsional angle is not well behaved when planar cis-trans

isomerization can occur.

Finally, for consistency with our use of the ν2 normal coordinate when calculating

the PES, we also redefine RCC as the CC stretch component of the ν2 normal coor-

dinate, according to Qk =
∑

t (L−1)kt St, where Q, S, and L are the mass-weighted

normal coordinate, an internal coordinate, and the transformation that diagonalizes
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GF, respectively [67]. The RCH contributions are still neglected.2

3.2.4 Specifics and Practical Considerations

The specifics of our treatment of S1 acetylene are as follows. We take a subset

of the internal coordinates, consisting of the two 6 CCH valence angle bends (0 ≤

{φ1, φ2} ≤ 2π) and the C–C bond stretch, which correspond loosely to {ν2, ν3, ν6}.

Our DVR basis is then the direct product basis φ1 ⊗ φ2 ⊗ RCC, and we use the sinc

DVR basis [77] for the angles, but a harmonic oscillator basis for the bond stretch.

The final results were generated using 120 grid points for each of the two bend bases,

and 43 points for the stretch basis. The pseudospectral grid points and differential

operator matrix elements are available from analytical formulas for the sinc basis,

and, for the harmonic oscillator basis, from the diagonalization of the coordinate

matrix and the application of the resulting transformation matrix to other operators

expressed in the harmonic oscillator basis. We then construct T according to Eq. 3.1.

We calculate the potential energy for 10 geometries along each coordinate at regular

intervals spanning {60◦ ≤ φ1 ≤ 300◦, 60◦ ≤ φ2 ≤ 180◦, 1 Å ≤ RCC ≤ 2 Å}; the rest of

the PES is related to this portion by symmetry. Ab initio calculations were performed

with the CFOUR program system [81, 82], using the EOM-CCSDT method and the

NASA Ames ANO1 basis set. The elements of V are found by interpolating the

potential energy surface at the DVR grid points using a cubic spline method, after

discarding grid points that lie outside the original domain of the ab initio surface.

This reduced the size of the basis mentioned above to 80×80×34.

In practice, the construction and diagonalization of H are accomplished by a

basis set contraction (see Eq. 35 of Ref. [60]). The DVR H for the 2D φ1 ⊗ φ2

space at every value of RCC is diagonalized, and the eigenvectors above a chosen

cutoff energy are discarded. (For the results presented here this cutoff energy was

10,000 cm−1, with a minimum of 35 vectors retained per 2D block.) The resulting

2This redefinition weights the RCC kinetic energy by the projection of the internal coordinate
onto the ν2 normal mode. The effect is to discard portions of this term that would be included in
ν1 in full dimensionality.
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rectangular transformation matrices are used to compress the remaining blocks of the

3D H, which are off-diagonal in RCC, prior to the final diagonalization. Applying the

rectangular transformation matrices in reverse transforms the final eigenvectors back

to the grid point representation.

3.3 Results

Using the method described here, vibrational eigenstates of S1 acetylene could

be obtained up to energies exceeding 15,000 cm−1. For the most part we will limit

the discussion to states up to about 5,000 cm−1. In general we will forego itemized

examination of the calculated states and instead focus on more broad agreement with

experiment and predicted trends, in keeping with the goals stated in the beginning

of Section 3.2. Nevertheless, it is worth mentioning that the calculated vibrational

fundamentals are within 2% of the experimental values (Table 3.2), despite the neglect

of the other dimensions. (The results of an ab initio harmonic frequency calculation

for the cis geometry are given for reference in Table 3.3.)

Table 3.2: DVR vibrational fundamentals for Ã 1Au and Ã 1A2
12C2H2

Ã 1Au Ã 1A2

Calc. Expt. [35, 38] Calc. Expt. [11]
ν2 1414.65 1386.9 1489.61 –
ν3 1033.6 1047.55 789.56 –
ν6 780.35 768.26 588.35 (565)a

Frequencies in cm−1.
aEstimated from the energy difference between two observed combination bands.

3.3.1 Symmetry of the Reduced Dimension Eigenstates

Before entering into a more detailed discussion of the calculated states, it is neces-

sary to work out the connections between the symmetries that exist in the coordinate

space of the calculation and the true symmetries of the molecule, so as to be able to

interpret the wavefunctions. It can be seen in Fig. 3-1 that two trans and two cis
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Table 3.3: Ab initio geometry and harmonic frequencies for Ã 1A2
12C2H2

ω1 2997.14
ω2 1583.22
ω3 806.09
ω4 817.5
ω5 2941.81
ω6 571.62

6 CCH 132.62
RCC 1.3423
RCH 1.0983
T0 45155

Frequencies in cm−1, angle in degrees, and bond lengths in Å.

minima exist in the calculation. Each well possesses a twofold symmetry, such that

the PES has four equivalent (triangular) quadrants. More generally, the symmetry

group of the reduced dimension Hamiltonian is of order four. Reflection across the

antidiagonal corresponds generally to the (12)(ab) CNPI symmetry operation [64],

but can also be thought of as the Cb
2 operation in the C2v point group. Reflection

across the diagonal is similarly (12)(ab)∗, or the i operation in the C2h point group.

This leads to the conclusion that inversion through the center of the coordinate space

as depicted in Fig. 3-1 correlates with the E∗ operation. Therefore, the eigenstates

produced by the calculation will belong to one of the four rovibrational irreducible

representations laid out in Table 3.4, as will be illustrated in Fig. 3-2. Accordingly, we

expect each calculated vibrational level to appear as a near degenerate pair of eigen-

states with different rotational symmetries, except when cis-trans interaction causes

one member of the pair with a particular rovibrational symmetry to shift. This shift

is analogous to the K-staggering that occurs in the experimental spectrum [11].

3.3.2 Agreement with Experiment

The primary difference between the DVR results and the observed levels is that

many states are missing due to the reduced dimensionality. Most important, due to

the exclusion of ν4, all bending (B) polyads are represented by a single vibrational
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Table 3.4: Rovibrational symmetries of DVR wavefunctions

CNPI-MS [4] C2h C2v

Sa− /As− ag, Kc odd b2 oo
Ss+ /Aa+ ag, Kc even a1 ee
Ss− /Aa− bu, Kc odd a1 oo
Sa+ /As+ bu, Kc even b2 ee

Rπ
a is not an equivalent rotation for the trans geometry, and therefore its oe/ee and oo/eo have

the same CNPI symmetry. Conversely, the cis rotational structure supports all CNPI symmetries,
but only oo and ee appear here. The first member of a pair of CNPI-MS labels will be used as a
shorthand notation.
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Figure 3-2: Wavefunctions illustrating the 4 symmetries listed in Table 3.4 and the
types of levels discussed in Sec. 3.3.2-C. Clockwise from the top left: trans 33, Sa−;
trans 64, Ss+; trans 3361, Ss−; cis 63, Sa+. These states belong to the classes of
levels with excitation in only totally symmetric modes, pure bending levels, stretch-
bend combination levels, and cis levels, respectively. Note that the cis 63 wavefunction
is delocalized over both cis and trans wells. The nodal patterns for trans ν3 are similar
to those obtained by spectral quantization [30, 32].
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level, i.e. instead of the n + 1 vibrational levels in a Bn polyad, the 3D calculation

includes only one level, 6n. States involving quanta in ν1 and ν5 are also missing, but

less conspicuously.

The simplest illustration of the agreement between calculation and experiment

is the juxtaposition of one photon spectra in Fig. 3-3. (The method for computing

spectra is described in Sec. 3.A.) The correspondence between individual features is

clear at low vibrational energy, not only for the strong Franck-Condon active progres-

sions that can be seen easily in the figure, but also for the weaker bending polyads

[41, 43] that have been identified. The comparison does become slightly more compli-

cated at higher energy where the experimental characterization of the level structure

is less complete. The onset of predissociation [83] above 46074 cm−1 causes many

states to essentially disappear from the LIF spectrum, but the simulated spectrum

makes no allowance for this effect. Furthermore, the density of states not present in

the reduced dimension calculation increases rapidly above the fundamentals of the

neglected CH stretching modes (45077.65 and 45054.97 cm−1 for ν1 and ν5, respec-

tively). Fortunately, these discrepancies do not cause significant difficulties in ana-

lyzing the calculated levels and extracting information relevant to the states observed

experimentally.

We now proceed with a more detailed comparison of the calculated level structure

to that observed experimentally. In the recent experimental literature, the vibra-

tional states are categorized in three groups: states containing excitation only in the

totally symmetric modes [40, 42], the pure bending polyads [41], and the stretch-bend

combination polyads [43]. We organize our discussion accordingly.

3.3.2.1 Totally Symmetric Modes

The states 2n3m are relatively straightforward, and the calculated levels match well

with experiment. Values obtained from fitting the groups 2n and 3n agree with Table 5

of Ref. [42], with ω2 and ω3 approximately 20 cm−1 too high and too low, respectively.

The parameters x22 and x33 are close to correct but too small in magnitude, such

that the residual for ν3 changes sign at 3ν3. Even for ν2, the residuals remain in the
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Figure 3-3: Comparison of calculated spectrum (downward) with the one photon LIF
[43]. The more intense peaks have been truncated to make the weaker transitions
visible. Members of the two main Franck-Condon active progressions are identified
for reference. Three arrows mark the approximate positions of (from left to right) the
cis origin, the C2H+H dissociation limit, and the zero point energy corrected cis-trans
barrier.
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tens of cm−1 over the energy region of interest. The deviations from experiment are

presumably due primarily to the neglect of the symmetric CH stretch.

3.3.2.2 Pure Bending States

We next consider the pure bending polyads [41], where the lowest members are

nominally the 6n states that exist in the DVR calculation. Here the comparison is

complicated by the omission of the torsion from the calculation, since ν6 and ν4 inter-

act very strongly via Coriolis effects and Darling-Dennison resonance. Nevertheless,

we find that ω6 from the DVR is only 8 cm−1 higher than the experimental value, and

the anharmonicity is once again too small in magnitude. This is undoubtedly due

to the surprisingly large contribution of the vibrational angular momentum to the

experimental value of x66, an effect absent from the calculation. Overall the bending

behavior here is nearly harmonic, as is the case with the deperturbed level structure.

As in the previous section, the too high harmonic frequency is presumably due at

least in part to the neglect of the CH stretches, since ν5 is also of bu symmetry.

3.3.2.3 Stretch-Bend Combination Polyads

The stretch-bend combination polyads demand a more detailed comparison, be-

cause a global model that accounts for their vibrational structure has not yet been

developed, despite the existence of extensive assignments and rotational analyses [43].

Such a comparison is presented graphically in Fig. 3-4 by plotting the effective fre-

quencies of the bending modes as a function of quanta in ν3. It can be seen that

the calculation reproduces well even the more unusual features of the observed level

structure, and the minor differences are due to the disagreement in the diagonal an-

harmonicities, explained in the previous two sections. The pathological behavior of

this set of states is not entirely unexpected, as a combination of ν3 and ν6 essentially

constitutes the isomerization path coordinate. Excitation in both these modes in

either well should promote cis-trans tunneling, which will cause mixings as discussed

in subsequent sections.

One oddity of particular interest is the dramatic decrease in ωeff
3 for the 3n62 series,
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illustrated in Fig. 13 of Ref. [43] up to 3262. Our recent high sensitivity spectra have

revealed a band that is a promising candidate for 3362, although the assignment has

yet to be confirmed by rotational analysis and therefore details regarding it will be

communicated later. We nevertheless incorporate it in the figure for comparison with

the DVR prediction. We further include the well-known level at 47206 cm−1 as 3462,

based on the preliminary assignment of 3362 as well as previous discussions [42, 84], in

addition to the strong intensity and proximity of 3462 to 35 in the calculated spectra.

For both of these tentative assignments we find good agreement with the DVR results.

The importance of this sharp decrease in the effective frequencies is that it signals

the onset of the cis-trans isomerization process as the potential softens approaching

the transition state. We now turn our attention to the cis minimum of the S1 state

and its vibrational levels.

3.3.3 1A2 cis states

The adiabatic energy separation between the cis and trans isomers of acetylene

is found to be 2659 cm−1 based on high-level ab initio calculations. Specifically, the

effects of valence electron correlation have been included up to the coupled-cluster

singles, doubles, triples and quadruples (CCSDTQ) level of theory, using the equation-

of-motion (EOM) variant of coupled-cluster theory to treat these excited state iso-

mers. In addition, effects of basis set insufficiency are estimated using extrapolation

techniques3 [86], and contributions due to zero point energies, core correlation and

3Because the target of the calculations is associated with an excited electronic state, no HEAT-
based protocol exists and the specifics of the calculation warrant explanation. First, the geometries
used in the calculations are those from Table 3.1. Contributions to the electronic energy of the
ground electronic states at these geometries were evaluated as per the HEAT-456Q protocol. The
excitation energies at these geometries were evaluated by extrapolating all-electron EOM-CCSD
results obtained with the cc-pCVXZ (X = 5 and 6) basis sets using the formula advocated by
Helgaker et al.[85] Contributions of triple and quadruple excitations to the excitation energy were
obtained by extrapolating (frozen core) cc-pVDZ and cc-pVTZ EOM-CCSDT results and taking the
difference between them and the corresponding EOM-CCSD energies. Quadruple excitations were
taken from (frozen core) EOM-CCSDTQ and EOM-CCSDT results. In addition, the zero-point
correction is that obtained from the EOM-CCSDT calculations with the ANO1 basis. A smaller
contribution comes from scalar relativistic effects, which were obtained by contracting the relaxed
EOM-CCSD density matrix obtained with the cc-pCVTZ basis in an all-electron calculation with
the appropriate operators. The diagonal Born-Oppenheimer contribution was neglected.
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Figure 3-4: Plots of ωeff
3 and ωeff

6 vs. v3 derived from the observed and calculated level
structure. Different marker styles denote data from different values of v6. Deper-
turbed values for T0 are used, except for the 3362 and 3462 levels, which have not yet
been deperturbed. (In those cases the energy of the observed J = K = 0 state is
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scalar relativistic effects are included as well. The final result of these calculations

predicts the zero-point level of the cis isomer to lie at 44856 cm−1, a calculation that

we believe to be in error by no more than 50 cm−1. In passing, we note that the

present results are in line with a similar estimate published some time ago by Kállay

and Gauss [55] of 44852 cm−1.

At the EOM-CCSDT/ANO1 level of theory used in the DVR, the cis ground

state lies above that of the trans conformer by ∼2820 cm−1, and its vibrational state

manifold is consequently less dense at any given energy. We find that all but the

lowest-lying states contain at least a few percent trans character, using the crude

metric 2
∫ π

0

∫ 2π

π

∫∞
0
|ψ|2 dRCCdφ1dφ2, but even these states are predicted to have

non-negligible intensity in one of the four spectra discussed in Ref. [41]. These results

are partially summarized in Table 3.5. At higher energy it is frequently the case that

one or both rovibrational symmetries interact so strongly with several trans states

that it is difficult to attach that zero-order assignment to any particular eigenstate.

Accordingly, it should be kept in mind that the mixing fractions are probably sen-

sitively dependent on local resonances. Spectral intensity is, as expected, generally

correlated with trans character, and, as noted earlier, excitation in ν3 and ν6 greatly

enhances cis-trans mixing. An in depth investigation of cis-trans interaction and

intensity borrowing for a specific level is undertaken in the next section.

3.3.4 Investigation of a Specific cis ↔ trans Interaction

In order to determine the effects of cis states on the trans level structure and

possible sources for their intensity, we would ideally like to compare the predictions

of a model that neglects cis-trans mixing to the true spectrum (either calculated or

experimental). In the absence of a global Heff for the S1 state, it is difficult to consider

the level structure and spectral intensities in terms of a zero-order picture perturbed

by the addition of an interaction. However, we can use the DVR to approximate two

non-interacting minima by performing two calculations wherein the wavefunctions

are restricted to one geometry or the other. The cis-trans “interactions” are then

calculated by the trick of using the eigenstates of the full PES, |ψi〉, as a complete
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Table 3.5: Calculated cis levels up to 5,000 cm−1

Statea E − T trans
0 E − T cis

0 % trans
00 2840.84 0 <0.01
61 3429.19 588.35 0.03
31 3630.4 789.56 0.05
62 4015.4 1174.56 1.61

3161b 4161.3 1320.46 5.13
21 4330.45 1489.61 0.17
32 4417.97 1577.13 16.8
63 4576.07 1735.23 25.9

3162 4664.0 1823.16 45.5
3261 4883.01 2042.17 34.7
2161 4919.7 2078.86 2.01

aValues given are averaged between oo and ee.
bThis level will be discussed in detail in Sec. 3.3.4.

set to find the vibrational overlap integrals between the zero-order cis and trans

wavefunctions

0〈ϕcis
m |ϕtrans

n 〉0 =
∑

i

0〈ϕcis
m |ψi〉〈ψi|ϕtrans

n 〉0 (3.2)

and the mixing fractions follow from dividing by the zero-order energy differences.

(The “true” interaction matrix elements also include an electronic pre-factor, so that

we obtain only relative coupling strengths.) Zero-order spectra can also be computed

between the X̃ state and the non-interacting sets of S1 states, which allows for the

tracking of intensity borrowing when the interaction is turned on. It should also be

noted that this method can aid in assigning highly mixed eigenstates, particularly by

inspection of the quantities 〈ψi|ϕcis
m 〉0 and 〈ψi|ϕtrans

n 〉0.

The results of the above procedure as they apply to cis 3161, a state that lies in the

region below trans 34, are discussed in the remainder of this section4. The vibrational

b2 symmetry of this state means that its K = 1 level interacts with K = 1 ag levels,

and that its K = 0, 2 levels interact with K = 0, 2 bu levels. The two rotational

4The results in Sec. 3.3.4 are based on the first version of the calculation mentioned in Sec. 3.2.2.
The zero-order energy ranking of the levels makes it impossible for the second version of the calcula-
tion to capture this interaction correctly, since the interacting levels cannot cross. In the first version
of the calculation, the trans ν3 fundamental is 1058.8 cm−1 (as opposed to 1033.6 cm−1), such that
trans 34 lies considerably higher, and crucially, above rather than below cis 3161 in zero-order.
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symmetries therefore require parallel but separate analyses, and so we will treat only

oo, since it appears in the simpler one photon spectrum [11].

The zero-order state of interest is trivially recognized by its nodal pattern (Fig. 3-

5a). The eigenstate with this nominal assignment can then be identified (Fig. 3-5b),

even though the zero-order state is mixed into several eigenstates. The spectra for

the zero-order states and the eigenstates are plotted in Fig. 3-5c-d for 100 cm−1 above

and below cis 3161. These spectra differ in two diagnostically important ways. First,

the intensity has been redistributed such that the cis state has increased its intensity

from essentially nothing to greater than that of trans 213162. This tells us not only

that there is cis-trans interaction, but also that the intensity of the cis state derives

entirely from this mixing and not from purely vibronic effects, such as the variation of

the electronic transition moment with the nuclear coordinates (Fig. 3-7). Second, the

energy level pattern has changed because the interacting states repel one another.

Interestingly, although ordinarily no strong resonance would mix trans 213162 and

trans 34, their interactions with a common cis state cause them to move apart, an

example of indirect mixing.

The explanation for these two phenomena is displayed in Fig. 3-5e-f. We see that

trans 213162 has a much larger overlap integral with cis 3161, as expected because of

its excitation in ν6, but trans 34 is near resonant, and consequently the two states have

approximately equal mixing angles with cis 3161. This provides the cis state with

significant intensity, and in fact the calculated relative intensities for these three states

agree quite well with those observed experimentally. Finally, the vibrational overlaps

between the two trans states and the cis state are in fact of opposite sign, which

suggests the possibility of observable interference effects. This three state interaction

is currently being investigated experimentally, and early results are so far consistent

with the calculation.

3.3.5 Above-Barrier Dynamics

A full dimensional transition state search finds the cis-trans barrier height to be

4979 cm−1 (Table 3.6). In the reduced dimension PES used in the DVR, the barrier
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Figure 3-5: Plots depicting the analysis of cis-trans mixing and intensity borrowing involving cis
3161 oo. (a) Zero-order wavefunction of cis 3161 oo. (b) Eigenstate with nominal assignment of cis
3161 oo, showing significant trans character. (c) Stick spectrum of the zero-order states. The peak
of cis 3161 oo (white) has been multiplied by 103. (d) Stick spectrum of the eigenstates, in which
intensity has been transferred to cis 3161 oo from the nearby trans states. (The intensity of trans 34

is off scale in both (c) and (d), and the energy offset between the two spectra is slightly arbitrary.)
(e) Magnitudes of vibrational overlaps between the states shown in (c) and cis 3161 oo. Many other
states (not shown) have as large or larger vibrational overlaps with cis 3161. (f) Magnitudes of
the mixing angles between the states shown in (c) and cis 3161 oo. These are the largest mixing
angles by at least an order of magnitude, belonging to trans 213162 and trans 34, whose zero-order
wavefunctions are shown in (g) and (h), respectively.
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height is effectively5 5145 cm−1.

Table 3.6: Ab initio geometry and harmonic frequencies for Ã 1A′′ 12C2H2

ω1 3405.17
ω2 2745.18
ω3 1470.48
ω4 890.01
ω5 886.19i
ω6 766.18

6 CCH1 119.80
6 CCH2 178.70
RCH1 1.1147
RCH2 1.0680
RCC 1.3548

Te − T trans
e 4979

Frequencies in cm−1, angles in degrees, and bond lengths in Å. The transition state geometry
is slightly cis-bent.

Above this energy, delocalized states begin to appear [30] (Fig. 3-6), but other

states unrelated to the isomerization coordinate remain unaffected. Although any

conclusions about the above-barrier dynamics would be premature, a cursory analysis

of the delocalized wavefunctions shows that they correspond to out of phase combi-

nations of local benders. The elliptical shapes (“ring modes”) are therefore similar

to Lissajous figures for two equal amplitude oscillations with a phase difference of

±π/4 or ±3π/4, unlike the patterns along diagonal or cardinal axes that accompany

normal or local mode behavior, respectively (Fig. 3-8). The two differently inclined

ring modes are presumably the above-barrier counterparts of cis and trans bending.

Some states that have amplitude in both wells do not exhibit this ring mode

behavior; in our results such states always have nodal patterns in each well that are

clearly assignable, indicating that these states are less affected by the isomerization

despite their delocalization.

The shapes of the wavefunctions both above and below the barrier to isomeriza-

5The reduced dimension potential does not allow the CH bond distances to be different, yet their
asymmetry is appreciable (See Table 3.6). Relaxing these bond distances would give a lower, more
accurate barrier height.
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tion provide some clues about the important resonances in the bending Hamiltonian.

Since we do not observe the cross shaped wavefunctions indicative of local modes,

we can infer that the K3366 Darling–Dennison resonance does not dominate the dy-

namics. This is in line with the frequency ratio of the two modes being not 2 : 2 but

rather ∼ 1.3 : 2, lying in between the usual ratios for strong Darling–Dennison and

Fermi resonance. We find [84] that both types of resonance are necessary in an Heff

to reproduce the unusual nodal patterns of the below-barrier trans well DVR wave-

functions. The presence of both strong Fermi and Darling–Dennison resonance leads

to the destruction of any polyad structure in the Ã state. For fixed values of (v1, v2,

v5), all states of a given symmetry can interact via known anharmonic interactions,

so the Hamiltonian does not readily block diagonalize according to conserved polyad

quantum numbers. Research into this phenomenon and its relation to low barrier

isomerization is ongoing.

∠
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Figure 3-6: Wavefunctions of delocalized states above the isomerization barrier.
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3.4 Conclusion

We set out in this paper to investigate the spectroscopic consequences of low bar-

rier cis-trans isomerization in S1 acetylene by calculating the vibrational eigenstates

of a high accuracy PES using a reduced dimension DVR method. The calculation

reproduces some difficult aspects of the trans conformer level structure, which are ul-

timately due to the isomerization. Another consequence of the isomerization process

is that nominally forbidden transitions to the cis conformer appear. These transi-

tions occur in our calculation near the observed energies of the “extra” levels in the

Ã← X̃ spectrum of acetylene. We find that our reduced dimension DVR calculation

agrees with the explanation of these “extra” levels as belonging to the cis conformer,

and that we are able to explain the intensities of these levels by using the calculated

results to investigate cis-trans mixings. Although we believe that the reduced dimen-

sion DVR method demonstrated here is a powerful approach for studying isomerizing

systems, there are interesting aspects of the S1 C2H2 spectrum that it does not ad-

dress, including strong vibration-rotation interactions and possible multiple pathways

to isomerization. We intend to develop a full dimensional treatment for S1 acetylene

to study these effects and enable comparison with the complete set of experimental

observations.
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3.A Computation of S1 ↔ S0 Spectra

In order to calculate Ã↔ X̃ spectra, two additional quantities are required beyond

the Ã state vibrational wavefunctions: the electronic transition moment, µ, and the

X̃ state vibrational wavefunctions. We calculate the transition moment ab initio
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over our coordinate grid at the EOM-CCSD/ANO1 level of theory, again using the

CFOUR program system [81]. The X̃ state vibrational wavefunctions can be obtained

merely by replacing the Ã state PES with that of the X̃ state and repeating the DVR

calculation. This portability of the method is one of its powerful features. Although

the results thus obtained for the X̃ state are not worth examining in depth, given

the numerous ab initio treatments in the literature, we would like to note that the

qualitatively important features related to large amplitude motions are simulated

correctly by our DVR method. Chief among these is the emergence of the “local-

bender” states [63, 87] from the normal modes ν ′′4 and ν ′′5 , as shown in Fig. 3-8.
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Figure 3-7: The transition moment µ as a function of the bending angles. Note that
µ = 0 at all points of C2v symmetry, including linearity. In order for the overall
symmetry of µ to be Ss−, the quantity used to calculate Ã↔ X̃ spectra must have
Sa− symmetry in the DVR coordinate space. Briefly, this requirement arises because
the X̃ state DVR wavefunctions are vibrational instead of rovibrational. Adding the
rotational symmetry factor necessary to ensure that transitions occur between the
same nuclear spin symmetry species includes an extra Sa− in µ.
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Figure 3-8: From top to bottom, pairs of wavefunctions depicting the evolution from
the normal mode limit to the local mode limit in S0 acetylene from approximately
8, 000 to 12, 000 cm−1 of vibrational excitation.

With these two results in hand, we calculate for each pair of eigenstates the

spectral intensity Imn = |〈m|µ|n〉|2, where m and n belong to different electronic

states. In order to calculate the product it is necessary to interpolate the transition

moment and wavefunctions to a common set of grid points. This process yields all

possible upward spectra, including the four necessary to sample experimentally the

full rovibrational structure of the Ã state [41], and also all possible downward spectra

(DF/SEP). This wealth of information was of enormous value when analyzing the
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calculated results, and we expect it to guide future experiments.
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Chapter 4

The Ã 1Au state of acetylene:

ungerade vibrational levels in the

region 45800 − 46550 cm−1

Abstract

The ungerade vibrational levels of the Ã 1Au (S1-trans) state of C2H2 lying in the
region 45800−46550 cm−1 have been assigned from IR-UV double resonance spectra.
The aim has been to classify the complete manifold of S1-trans levels in this region, so
as to facilitate the assignment of the bands of S1-cis C2H2. The rotational structure is
complicated because of the overlapping of vibrational polyads with different Coriolis
and Darling-Dennison parameters, but assignments have been possible with the help
of predictions based on the properties of polyads at lower energy. An important
result is that the analysis of the (1141, 1161) polyad determines the anharmonicity
constants x14 and x16, which will be needed to proceed to higher energies. Some
regions of impressive complexity occur. Among these is the band given by the 3361,
K = 1 state at 45945 cm−1, where a three-level interaction within the S1 state is
confused by triplet perturbations. Several probable S1-cis states have been observed,
including cis-62, K = 1; this vibrational level appears to show a K-staggering, of the
type that arises when quantum mechanical tunnelling through the barrier to cis-trans
isomerization is possible. The total number of identified cis vibrational states is now
6 out of an expected 10 up to the energies discussed in this paper.

The results in this chapter have been published in the FASE special issue of

Molecular Physics [88].
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4.1 Introduction

It has been known for nearly 60 years [1, 33, 34] that the first absorption transition

in the electronic spectrum of acetylene, Ã 1Au − X̃ 1Σ+
g , goes from the ground state

(where the molecule is linear) to an excited state where the molecule is trans-bent

(point group C2h). Some years after the first analyses, ab initio calculations [26, 28–

31, 89] showed that the excited electronic state, Ã, also supports a potential minimum

corresponding to a cis-bent structure. Because the Ã state of the cis-bent structure

transforms as 1A2 in the C2v point group, it was thought that transitions from the

ground state to it would never be observable, since 1A2 − 1Σ+
g electronic transitions

are forbidden by the electric dipole selection rules. Nevertheless, a recent detailed

study of the vibrational structure of the 1Au − 1Σ+
g system [43] has identified some

weak bands going to levels which cannot be fitted into the manifold of the 1Au (S1-

trans) state. The 13C isotope shifts, upper state lifetimes and rotational structures

of these bands confirm that they belong to the 1A2 (S1-cis) state. [11]

The discovery of the S1-cis state of acetylene opens up the very interesting pos-

sibility of studying the spectroscopic signature of cis-trans isomerization at high res-

olution. In the S1 state of C2H2 the trans conformer is the more stable, with the

separation of the cis and trans zero-point levels being about 2700 cm−1; the barrier

to isomerization is calculated to lie about 2300 cm−1 above the cis zero-point level. [10]

The molecule is predicted [26] to be half-linear at the saddle point, with one of the

CCH angles near 120◦, and the other near 180◦. Since the barrier to isomerization is

not unduly high, the vibrational structure is not hopelessly dense at the saddle point,

so that many vibrational assignments can be made with some certainty. However,

the arguments that lead to these assignments are not trivial.

There are a number of complicating factors. The isomerization pathway, which

the molecule follows in going from its trans equilibrium structure to the half-linear

structure at the transition state, is a combination of the vibrational normal coordi-

nates Q3 (trans bend) and Q6 (cis bend). Since the pathway leads to a saddle point on

the potential surface, the result is huge anharmonicity in the combination levels 3m6n,
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represented by large values of x36 and the higher anharmonicity constants. [46, 53]

The most severe problem in identifying the levels is that ν6 is inextricably bound up

with ν4 (torsion) as a result of the vibrational angular momentum, which causes levels

of these vibrations to interact by two different mechanisms. The two fundamentals ν4

and ν6 lie at 764.9 and 768.3 cm−1, respectively, and interact strongly through both

a- and b-axis Coriolis coupling (ζa
46 = 0.70, ζb

46 = 0.71). [38] In addition to the Coriolis

coupling, the overtones also suffer from unusually strong Darling-Dennison resonance

(K4466 = −51.7 cm−1). [41] The result is that the vibrational levels involving ν4 and

ν6 form polyads of interacting levels, where the levels have the same value of v4 + v6.

These polyads have highly irregular vibrational and rotational structures, which can

only be reproduced with detailed numerical simulations. Fortunately, ν ′3 is the prin-

cipal Franck-Condon active vibration in the electronic transition, [1, 33–36] which

means that many of the combination levels 3m6n carry sizeable intensities. Also, it

turns out that some systematic patterns can be recognized in the various polyads. For

example, the structures of those polyads which differ only in their values of v4 + v6

can be represented approximately by a single set of effective vibrational and anhar-

monicity constants. [41] This has been the key to making assignments at progressively

higher energies.

The present paper reports analyses of the ungerade vibrational levels in the region

45800 − 46500 cm−1, as observed in IR-UV double resonance. The objective of the

work has been to establish secure assignments of all the trans levels in this region so

that any levels left over can confidently be assigned to the cis conformer. The region

studied is one of considerable complexity, containing 22 more or less strongly inter-

acting vibrational levels from the trans manifold and 4 levels from the cis manifold.

Two of these four are newly identified.

4.2 Experimental details

The rotational selection rule K ′−l′′ = ±1 for the electronic transition necessitated

two sets of double resonance experiments in order to sample all of the levels with
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K ′ = 0− 2. In one, the ν3 IR fundamental (l′′ = 0) gave access to the K ′ = 1 upper

levels; in the other, the combination levels (ν3 + ν4)
′′ and (ν1 + ν5)

′′ (l′′ = 1) gave

access to the K ′ = 0 and 2 levels.

The (ν3 + ν4)
′′ and (ν1 + ν5)

′′-pumped spectra analyzed in this paper are the

same as those reported in Refs. [43] and [41]. As Ref. [43] contains the complete

experimental details, only a summary of those IR-UV double resonance experiments

will be given here. Difference frequency generation in a LiNbO3 crystal pumped by an

injection-seeded Nd:YAG laser (Spectra-Physics PRO-270) at 1064 nm and a tunable

dye laser (Lambda Physik FL2002) at 740-790 nm produced the IR radiation, which

was amplified in a second LiNbO3 crystal to about 3 mJ/pulse. The UV radiation

was generated by a second dye laser (Lambda Physik FL3002E) pumped by the third

harmonic of an Nd:YAG laser (Spectra-Physics DCR-3). Most of the dye laser output

was frequency-doubled in a β-barium borate crystal, while a small portion of the

fundamental was passed through a heated 130Te2 vapor cell for frequency calibration

(σ = 0.02 cm−1). The IR and UV radiation were sent into a molecular beam chamber

where they interacted with an unskimmed jet of neat acetylene expanded through a

pulsed valve (General Valve, Series 9) with a backing pressure of 2 atm. The laser-

induced fluorescence was observed at an angle mutually perpendicular to the laser

path and molecular beam and recorded by a Hamamatsu R331 photomultiplier tube.

The newly recorded ν ′′3 -pumped spectra were obtained in a separate apparatus

from that used in the recording of the (ν3 + ν4)
′′ and (ν1 + ν5)

′′-pumped spectra.

A single injection-seeded Nd:YAG laser (Spectra-Physics PRO-270) pumped the two

tunable dye lasers for both IR and UV generation. The Nd:YAG second harmonic

at 532 nm pumped the first dye-laser (Lambda Physik FL2002) operating at 790 nm

(LDS 798 dye). As above, this output, along with the Nd:YAG fundamental at 1064

nm, pumped a LiNbO3 crystal producing IR radiation via difference frequency gen-

eration. Approximately 1.5 mJ/pulse was achieved through the difference frequency

generation alone, and this IR beam was not amplified with a second LiNbO3 crystal.

To ensure the resonance of the IR frequency with transitions in the ν3 fundamental

band [90], a photoacoustic cell with 15 torr of neat acetylene gas at room temperature
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was monitored before each IR-UV double resonance experiment. The grating-limited

IR spectral width was 0.10 cm−1.

The Nd:YAG third harmonic at 355 nm pumped the second dye-laser (Lambda

Physik FL3002E) to produce laser radiation over the range 460-470 nm (Coumarin 460

dye). This output was doubled with a β-barium borate crystal and, as above, a small

portion of the fundamental was used for 130Te2 frequency calibration. An intracavity

etalon reduced the spectral width to 0.04 cm−1, and after frequency-doubling, the UV

power was approximately 100-200 µJ/pulse. The IR and UV beams were recombined

with a dichroic mirror before entering the molecular beam chamber. As a single

Nd:YAG laser generated both pulses, their relative arrival times at the chamber could

be controlled only through the addition of a delay line in the UV beam path. The

length of the delay line was such that the UV pulse arrived 15 ns after the IR pulse.

The molecular beam chamber contained an unskimmed supersonic jet of neat

acetylene expanded through one of two pulsed valves (Jordan PSV C-21, d = 0.5 mm

or General Valve, Series 9, d = 1.0 mm). The latter achieved superior vibrational

cooling, necessary when single-photon hot-bands obscured overlapping IR-UV double

resonance features in the spectrum. In both cases, the jet was backed by a pressure

of 1 atm and interacted with the IR-UV radiation about 2 cm from the nozzle. The

diffusion pumped chamber achieved an ultimate pressure of 7×10−7 torr, while under

gas load it rose to 0.5− 2× 10−5 torr.

A Hamamatsu R375 photomultiplier tube collected the laser-induced fluorescence

using f/1.2 collection optics and a UG-11 filter to block laser scatter. Additionally,

optical baffles consisting of a set of 3.5 mm aperture irises placed 23 cm from the

interaction region and a second set of 5.5 mm aperture irises placed 10 cm from the

interaction region were installed in the entrance and exit window arms of the chamber,

which significantly reduced laser scatter. The photomultiplier tube signal was split

and one line was input to a 30 dB voltage amplifier (Femto DHPVA-200). This was

necessary as the fluorescence intensity of levels in the studied energy region range

varied over several orders of magnitude. The time-dependent fluorescence signal was

recorded for 2 µs after the UV pulse arrival time. For each frequency resolution
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element, the fluorescence signal was averaged for 20 laser shots. The integration

gate of the time signal could be chosen depending on the fluorescent lifetime of the

final state. Typically, the fluorescence signal over the first 0.4 µs after the UV laser

pulse was integrated. However, for short-lived states this integration gate had to be

moved earlier in time and included the UV laser pulse scatter. In this case, the laser

scatter and power fluctuations were small enough not to contribute significantly to

the integrated signal noise.

Since the ν ′′3 fundamental is a parallel band, IR pumping of individual R and P

lines gives J ′′-selectivity. In contrast, the narrow Q branches of the perpendicular

transitions to the (ν3 + ν4)
′′ and (ν1 + ν5)

′′ combination levels allow pumping of the

J = 1f − 5f levels simultaneously. This speeds up the data acquisition process,

but loses the J-selectivity. As a result it was sometimes difficult to be certain of

the rotational assignments of weaker lines in dense regions of the Q-pumped IR-UV

double resonance spectra.

4.3 Appearance of the spectra

As observed by IR-UV double resonance, the region 45800− 46500 cm−1 consists

of congested overlapping structure centred on the very intense 3361 band at 45938

cm−1, with sparser structure to higher frequency. A survey spectrum is given in Fig. 1

of [43]. The congested region contains 15 vibrational levels from the trans manifold,

together with two cis levels. One of the cis levels is cis-3161, which was described

in [11]. The trans levels are 3151 and the polyads 33B1, 11B1, 21B3 and B5. (The

notation Bn means n quanta of the bending vibrations, where n = v4 + v6; a polyad

Bn consists of n + 1 vibrational levels.) Three of the K states from the B5 polyad

were described in [11, 41], and analyses of the 3151 state [39] and the 33B1 polyad

[46] have been reported by other workers, but no previous attempts have been made

to assign the remainder of the congested region. The sparse region contains the 2151

state and the polyads 32B3 and 2132B1, together with two new cis levels. There are

surprising numbers of accidental near-degeneracies among the upper states, which
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result in some wickedly complicated spectra.

Because the rotational selection rule K ′ − l′′ = ±1 requires separate experiments

for the even-K and odd-K upper states, no single spectrum can illustrate the complete

level pattern. To be sure, many of the K states show up in both spectra when b-

axis Coriolis interaction mixes close-lying levels differing in K by one unit, but the

intensities of the bands are not representative in those cases. Figure 4-1 gives a stick

diagram of the K ′ = 0 − 2 structure in the congested region around 46000 cm−1, as

observed in the two spectra, with approximate intensities indicated by the heights of

the sticks. A common feature of all the polyads, particularly those with v4 + v6 > 1,

is that the vibrational and rotational structure is much denser at the low frequency

extreme than at higher frequencies. This level density effect at low frequency is a

consequence of the a-axis Coriolis coupling, which depresses the lower members of

the polyad with K > 0. Where Darling-Dennison resonance is also present, this

density effect is enhanced. The 21B3 polyad, shown in Fig. 4-1, is a good example of

this. Figure 4-1 also shows how the congestion of the structure in the 45800 45950

cm−1 region results from overlapping of the low frequency extremes of three polyads.

The lower part of Figure 4-1 shows the assignments of the levels to the various

polyads. Except in one instance where two K = 2 levels are almost degenerate, the

assignments are unambiguous, because it has been possible to predict the positions

of the levels to within a few cm−1, using data from previous analyses of polyads at

lower energy. These predictions are described below.

4.4 Results

As yet, no attempt has been made to fit all of the interacting levels of Fig. 4-1

simultaneously by least squares. Table 4.1 lists rotational constants obtained from

band-by-band fitting of the 60 observed K ′ upper states. It has not been possible

to obtain meaningful constants for every K state either because the bands are too

weak, or because of perturbations. In the latter cases, a separate discussion of the

interactions is given.
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Figure 4-1: Stick diagram of the ungerade K ′ = 0− 2 levels of the Ã 1Au (S1-trans)
state of C2H2 in the region 45800− 46240 cm−1, with their assignments, as recorded
using IR-UV double resonance via the ν ′′3 (σ+

u ) and (ν3 +ν4)
′′ (Πu) vibrational levels of

the ground state. The two spectra have been combined into a single plot. States that
could not be found are marked with dotted lines at their predicted positions. Two
vibrational levels of the 1A2 (S1-cis) state also appear; their positions are indicated
with dashed lines.
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Table 4.1: C2H2, band-by-band analyses of the ungerade states in the 45800− 46500 cm−1 region. Rotational constants (cm−1)

are from least squares fittings where a r.m.s. error is given. q is the same as 1
2
(B−C) for K = 1 states, and is the coefficient

of J2(J + 1)2 in the asymmetry splitting of K = 2 states; a positive value of q means e levels above f . D terms are needed

where b-axis Coriolis coupling distorts the rotational structure of a state; these D constants do not represent true centrifugal

distortion.

K T0
(a) 3σ B 3σ 102q 3σ D r.m.s.

21B3 1 (I) 45805.09 0.05 0.9353 0.0094 1.13 0.17 (−1.60± 0.44)× 10−3 0.019(b)

2143 0, Au 45810.66 0.08 1.1335 0.0126 (0.95± 0.38)× 10−3 0.023

2163 0, Bu 45810.86 0.1 1.125 0.0096 (0.75± 0.16)× 10−3 0.040

11B1 1 (I) 45822.99 0.17 0.9328 0.0304 −4.16 1.2 (−1.6± 1.0)× 10−3 0.071

21B3 2 (I) 45823.07 0.18 1.1031 0.0213 0.095 0.091 (0.79± 0.70)× 10−3 0.036

1141 0, Au 45825.88 0.18 1.1926 0.0294 (0.30± 0.09)× 10−2 0.053

1161 0, Bu 45834.26 0.08 1.1191 0.0092 (0.95± 0.21)× 10−3 0.026

11B1 2 (I) 45838.81 0.07 1.0666 0.0067 0.094 0.032 0.018

21B3 1 (II) 45839.12 0.21 0.613 0.037(c) 0.32 1.45 (−2.41.2)× 10−3 0.085

21B3 2 (II) 45842 See Fig. 4-2

11B1 1 (II) 45859.53 0.03 1.1053 0.0058 1.03 0.23 (0.110.20)× 10−3 0.013

K T0
(a) 3σ B 3σ 102q 3σ D r.m.s.
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Table 4.1 – continued: C2H2, band-by-band analyses of the ungerade states in the 45800− 46500 cm−1 region.

K T0
(a) 3σ B 3σ 102q 3σ D r.m.s.

21B3 1 (III) 45863.9 0.14 1.169 0.0223 0.99 0.77 (0.370.73)× 10−3 0.045

B5 0, Bu (I) 45890.08 0.03 1.0452 0.0007 0.016

21B3 2 (III) 45895.39 0.07 0.9933 0.0095 −0.29 0.64 (−0.560.26)× 10−3 0.015

B5 1 (I) 45895.80(d) 0.04 1.1028 0.0044 −0.81 0.19 (0.320.10)× 10−3 0.011

21B3 0, Au (II) 45902.93 0.03 1.0733 0.0039 0.009

21B3 0, Bu (II) 45906.07 0.08 1.1296 0.0153 (0.65± 0.45)× 10−3 0.022

11B1 2 (II) 45912.5 0.15 1.0923 0.0202 −0.016 0.014 (0.93± 0.55)× 10−3 0.032

B5 2 (I) 45915.11 0.1 1.0005 0.0138 −0.014 0.009 (−0.58± 0.37)× 10−3 0.022

B5 0, Au (II) 45919.28 0.1 1.0991 0.0061 0.046

B5 1 (II) 45931.17 0.023 0.9963 0.0033 −1.87 0.19 (0.31± 0.09)× 10−3 0.010

3361 0, Bu 45937.76 0.02 1.0476 0.0006 0.006

B5 2 (II) 45942 See Fig. 4-5

3361 1 45945 See Fig. 4-5

21B3 1 (IV) 45969.09 0.06 1.0846 0.0100 0.42 0.4 (0.43± 0.34)× 10−3 0.023

3361 2 45972.24 0.05 1.0703 0.0014 −0.0018 0.0027 0.030

K T0
(a) 3σ B 3σ 102q 3σ D r.m.s.
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Table 4.1 – continued: C2H2, band-by-band analyses of the ungerade states in the 45800− 46500 cm−1 region.

K T0
(a) 3σ B 3σ 102q 3σ D r.m.s.

B5 1 (III) 45983.006 0.031 1.0786 0.0057 2.18 0.35 (−0.080.19)× 10−3 0.011

B5 0, Bu (III) 46007.58 1.13 only two rotational levels

3341 0, Au 46016.36 0.06 1.0863 0.0025 0.028

B5 0, Au (IV) 46022.34 0.02 1.1218 0.0012 0.009

3341 1 46040.17 0.05 1.0836 0.0021 −4.83 0.22 0.023

B5 2, (IV) 46058.6(e) 1.057 0.04 very weak band

3151 0, Bu 46091.75 0.07 1.0743 0.0060 0.027

3151 1 46104.31 0.04 1.0695 0.0022 4.35 0.26 0.016

3341 2 46104.78 0.15 1.0793 0.0065 0.060 0.014 perturbed 0.069

B5 1 (V) 46112.44 0.026 1.1645 0.0019 0.25 0.25 0.015

cis-62 1 46120.338 0.018 1.0845 0.0013 5.02 0.15 0.010

3151 2 46141.91 0.03 1.075 0.0009 −0.0024 0.0014 0.020

B5 2 (V) 46169.68 0.05 1.0906 0.0021 −0.0025 0.0063 0.019

B5 0, Bu (V) 46190.69 0.01 1.1252 0.0004 0.005

B5 0, Au (VI) 46191.01 0.02 1.1256 0.001 0.007

K T0
(a) 3σ B 3σ 102q 3σ D r.m.s.
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Table 4.1 – continued: C2H2, band-by-band analyses of the ungerade states in the 45800− 46500 cm−1 region.

K T0
(a) 3σ B 3σ 102q 3σ D r.m.s.

32B3 0, Bu (I) 46287.045 0.066 1.0336 0.0023 0.018

32B3 1 (I) 46290.995 0.019 1.0808 0.0013 −0.38 0.16 0.010

B5 1 (VI) 46292.29 1.113 0 Only three rotational levels

32B3 2 (I) 46321.686 0.023 1.0423 0.0006 −0.002 0.001 0.011

2132B1 1e (I)(f) 46358.8 0.13 1.05 0.008 See Fig. 4-10 0.058

2132B1 0, Bu 46359.3 See Fig. 4-10

cis-32 1 46361.28 1.079 −0.041 See Fig. 4-10

2132B1 2 (I) 46380.339 0.068 1.0725 0.0054 −0.035 0.003 (0.10± 0.08)× 10−3 0.024

2132B1 0, Au 46386.95 0.08 1.0977 0.0047 0.035

32B3 0, Au (II) 46397.83 0.07 1.0734 0.0023 0.037

cis-4161 1 46407.702 0.036 1.0602 0.0025 −3.32 0.30 0.018

32B3 1 (II) 46413.84 0.02 1.0751 0.001 −3.33 0.12 0.013

2132B1 1 (II) 46415.82 0.02 1.0677 0.0011 −4.13 0.14 0.013

32B3 2 (II) 46430.07 0.08 1.0063 0.0039 −0.027 0.018 0.039

2132B1 2 (II) 46476.107 0.029 1.0725 0.0006 −0.0019 0.0008 0.021

K T0
(a) 3σ B 3σ 102q 3σ D r.m.s.
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Table 4.1 – continued: C2H2, band-by-band analyses of the ungerade states in the 45800− 46500 cm−1 region.

K T0
(a) 3σ B 3σ 102q 3σ D r.m.s.

32B3 1 (III) 46479.619 0.026 1.0484 0.0045 1.24 0.74 0.013

32B3 2 (III) 46500.817 0.037 1.1305 0.0039 (0.45± 0.08)× 10−3 0.010

32B3 0, Bu (III) (g) 46510.969 0.07 1.1193 0.0046 (−0.10± 0.08)× 10−4 0.025

32B3 0, Au (IV) 46531.117 0.114 1.1228 0.0183 (4.6± 5.5)× 10−4 0.033

32B3 1 (IV) 46598.48 1.09 perturbed

32B3 2 (IV) (h) 46696.267 0.012 1.0846 0.0004 0.007

(a) The electronic origin of the transition (T00) lies at 42197.57 cm−1. [35]

(b) H = (−0.125± 0.054)× 10−4

(c) Very strong Coriolis interaction with 21B3, K = 2 (II).

(d) J = 1 levels omitted from the fit.

(e) Only four levels; J-assignments not secure. Two K = 2 levels predicted at this position: B5, K = 2 (IV) and 21B3, K = 2

(IV); assigned to B5 on the basis of intensity.

(f) No attempt has been made to fit the various levels of the 46359 cm−1 group, except for the K = 1e levels of 2132B1. See

text for further details.

(g) This state is perturbed, but it is not easy to pick out the avoided crossings. Many of the states at this energy suffer from

triplet perturbations.

(h) The vibrational assignment of this state is not definite, since two other K = 2 bands lie nearby (See Table 4.2). An

assignment of 51B2 is also possible.
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4.4.1 Predictions of the vibrational and rotational structures

of the polyads

As indicated above, the assignments of the K states could be made following

predictions of the vibrational and rotational structures based on constants derived

from polyads at lower energy. It was found in [41] that the pure bending polyads could

all be represented with fair accuracy by a single set of vibrational and anharmonicity

parameters. This allowed predictions and assignments to be made for the three K

states of the B5 polyad observed in that work, based on the parameters from detailed

least squares fitting of the B1, B2 and B3 polyads. In the present work, where the

rest of the B5 polyad has been assigned, the predictions of [41] were used again, and

were found to be accurate to within 7 cm−1 for all the observed K = 0 − 2 states.

Greater accuracy should not be expected since it is known that Fermi resonances of

the type ∆ν2 = ±1,∆νB = ∓2 are present. Nevertheless the shifts caused by these

resonances are quite small, except in one instance. The lowest K = 0, Bu level of

the B5 polyad is predicted to lie 20 cm−1 below the corresponding K = 0, Au level,

but is found experimentally to lie 29 cm−1 below it. It happens that the top K = 0,

Bu and Au levels of the 21B3 polyad lie in the gap between the two B5 levels. Fermi

resonance then pushes the B5, Bu level further down and the B5, Au level further up.

At the same time, the Bu and Au levels of the 21B3 polyad, which in the absence of

the resonance are predicted to lie in the energy order Bu below Au, end up with the

Au level 3 cm−1 below the Bu level. The resulting level pattern can be understood

from Fig. 4-1.

It turns out that the combination stretch-bend polyads behave similarly to the

pure bending polyads. For example, from the least squares results for the 32, 32B1 and

32B2 level positions [35, 43, 46], it is possible to derive a set of effective vibrational and

anharmonicity parameters that gives the basis for a prediction of the 32B3 polyad:
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ω4 = 739.93, x44 = 0.43,

ω6 = 712.765, x66 = −11.715,

x46 = 19.38, K4466 = −66.50 (all in cm−1); (4.1)

ζa
46 = 0.77, ζb

46 = 0.638.

Taking the rotational constants from the lower polyads, this set predicts the K

levels of the 32B3 polyad to within 10 cm−1. The resulting assignments are clear-

cut, except for a pair of bands near 46415 cm−1, where there is a near-degeneracy

(to within 2 cm−1) with a level from the 2132B1 polyad. It is interesting that the

predictions for the 32B3 polyad are not as accurate as those for the B5 polyad; the

levels in question lie closer to the barrier to cis-trans isomerization, and it may be

that the effects of tunnelling through it are already evident.

The predictions used in this work were full calculations of the rotational and

vibrational structures of the polyads, based on a matrix treatment of the rotation,

Coriolis coupling, and Darling-Dennison resonance. The matrix elements have been

described in detail in [41], and are not repeated here.

At the start of this work it was not known whether the lowest K states in the

45800 cm−1 region belong to the 11B1 polyad or to the 21B3 polyad. The answer

was supplied by ab initio calculations [53] of the anharmonicity parameters x14 and

x16, and confirmed later by arguments of the type just described. For these two

parameters, the ab initio results gave −16.1 and −9.8 cm−1, respectively, while the

experimental values (taking the 11B1 polyad as the higher of the two, as in Fig. 4-1)

are −16.7 and −11.6 cm−1; the alternative assignment, with the 11B1 polyad as the

lower of the two, gives x14 and x16 as −31.9 and −35.0 cm−1, respectively.
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4.4.2 K′ = 0 − 2 levels in the region 45800 − 45880 cm−1

The lowest K ′ = 0 − 2 levels of the 11B1 and 21B3 polyads lie in the region

45800 − 45880 cm−1. The b-axis Coriolis interactions are sufficiently strong that

almost every K ′ state appears in the double resonance spectra from both ν ′′3 (l′′ = 0)

and (ν3 + ν4)
′′ (l′′ = 1), regardless of its K ′ value. For both polyads, the lowest level

is a K ′ = 1 level, as is frequently the case in the bending polyads when ν3 is not

excited. The next levels in each polyad are a pair of K ′ = 0 levels, with Au and

Bu symmetries. These two K ′ = 0 levels are 8.4 cm−1 apart for 11B1, but only 0.2

cm−1 apart for 21B3. This difference arises because the 21B3 polyad is subject to

Darling-Dennison resonance, whereas the 11B1 polyad is not. The Au level lies below

the Bu level in both polyads, as expected when ν3 is not excited.

The energy level pattern of the ten lowest levels is illustrated in Fig. 4-2, where

the reduced rotational levels are plotted against J(J+1). A remarkably strong b-axis

Coriolis interaction occurs between the second K = 1 and K = 2 levels of the 21B3

polyad (illustrated at the top of the figure). The lower of the two resulting levels

has an apparent B rotational constant of 0.6 cm−1, compared to 1.07 cm−1 for an

unperturbed level. This means that it falls rapidly in energy, relative to the levels

nearby, and passes through the K = 0, Bu level of 11B1, causing a small perturbation.

At J = 6 it runs into another interaction, with the lowest K = 2 level of the polyad.

The corresponding band has a very unusual appearance, with the R branch forming

a head at J ′′ = 1 in double resonance via ν ′′3 . This band is illustrated in Fig. 4-3,

where it is labelled 45838 K = 1. Fig. 4-3 also shows the band given by the K = 2

level which interacts with it. This is labelled 45842 K = 2; its branches have unusual

spacings at low J . A somewhat similar Coriolis interaction occurs in the B3 polyad,

[41] though not in 31B3.

Two close-lying K ′ = 1 levels at 45860 and 45864 cm−1 (11B1, K = 1 (II) and

21B3, K = 1 (III)) give strong bands in the ν3 double resonance spectra, but only

very weak features in the (ν3 + ν4)
′′ spectra. (The Roman numeral notation gives the

ascending energy order for their K value within the polyad.) The predictions place
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Figure 4-2: Observed energy level structure of the ten states with K ′ = 0 − 2 from
the 21B3 and 11B1 polyads in the region 45800 − 45840 cm−1. The K ′-assignments
are given in two columns, 11B1 on the left and 21B3 on the right. Rotational levels
of e symmetry are shown with open circles and dashed lines; those of f symmetry are
shown with full circles and solid lines. (In the color version, levels of e symmetry are
coloured red, and levels of f symmetry are coloured blue.) A strong b-axis Coriolis
interaction occurs between the upper K ′ = 1 and 2 states of the 21B3 polyad. The
2163 state (K = 0, Bu) lies 0.2 cm−1 above the 2143 state (K = 0, Au), and has an
essentially identical B value.
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Figure 4-3: IR-UV double resonance spectrum of C2H2 in the region 45820 − 45850
cm−1, as observed via levels of the ν ′′3 (σ+

u ) fundamental of the ground state. Five
spectra (from J ′′ = 0− 4) are plotted on top of each other, to give the appearance of
a single spectrum. Six bands are shown; they are named according to the energies of
their band origins in cm−1, as in Fig. 4-2. Their J assignments are each given on a
single horizontal tie-line, except for the 45838 K ′ = 1 band, which is shown on two
lines; it has an unusual structure where the R branch forms a head at J = 1. The
energy scale is that of the UV laser.
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the 11B1, K = 1 (II) level just 1 cm−1 below the 21B3, K = 1 (III) level but, since

the predictions are accurate only to about ±4 cm−1 for any given level, it was not

possible initially to be sure of the assignments. A similar situation occurs with the

K = 2 levels at 45912 and 45915 cm−1, which can be assigned from the predictions

as 11B1, K = 2 (II) and B5, K = 2 (I), though without it being possible to decide

which is which. However, all the K ′ states expected in this region have been found,

so that we potentially have data for all six of the 11B1, K = 0 − 2 states, and can

subject these levels to a least squares fit. Interestingly, after examining the various

possibilities, the conclusions drawn from the least squares fit are very clear: the lower

of the two K = 1 levels is 11B1, as is the lower of the two K = 2 levels.

4.4.3 K′ = 0 − 2 levels in the region 45890 − 45990 cm−1

The region 45890 − 45990 cm−1 contains the 3361 level, which gives very intense

bands, [46, 91] together with the dense group of levels at the low frequency extreme

of the B5 polyad. It seems that anharmonic resonances transfer intensity from the

3361 level to all the other levels nearby, so that the resulting spectrum is strong

but crowded. Fifteen states with K ′ = 0− 2 are predicted in this region, and all are

observed. There are no major perturbations except in the 3361 vibrational level, where

all the K ′ states show small splittings as a result of interaction with the background

of triplet levels. The 3361, K ′ = 1 state has a particularly large number of triplet

perturbations, and is also involved in a three level interaction with states from the

B5 polyad.

The spectrum given by the 3361, K ′ = 1 state, as seen in double resonance via

the J ′′ = 0 − 5 levels of the ν ′′3 fundamental, is illustrated in Fig. 4-4. In order not

to confuse the patterns, some overlapping lines from the 3361, K ′ = 0 state at 45937

cm−1 and the B5, K ′ = 1 state at 45931 cm−1 are shown with dots. In the absence

of perturbations, the spectrum would consist of an R, a Q and a P line for each J ′′

value but, as the figure shows, all the lines are split into several components, usually

forming three main groups. A prominent interval of 1−2 cm−1 appears in most of the

groups of lines. Many of the lines are surrounded by a background of weak unresolved
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structure, which may extend for up to 1 cm−1. The background levels are presumably

from the triplet manifold, which is expected to be extremely dense at this energy [8].

Most of the lines give extremely long lifetimes (1-3 µs or more), and several exhibit

strong zero-field quantum beats. The R(0) line is especially interesting. It consists

of two very strong lines, separated by 0.31 cm−1, surrounded by about eight weaker

features spread over more than 2 cm−1. The two strong lines have almost exactly the

same intensity, which implies that the zero-order 3361, J ′ = 1 level is to high accuracy

degenerate with a background J ′ = 1 level. Combination differences between the

components of the R(0) and P(2) lines, which go to the same upper levels, show that

the background of weaker features is real. The spacing of these levels gives an idea

of how dense the triplet manifold actually is.

The observed upper state energy levels are shown, plotted against J(J + 1) and

with suitable reduction, in Fig. 4-5. The sizes of the symbols in Fig. 4-5 are rough

representations of the intensities of the features in Fig. 4-4. Curves have been drawn

through the centres of gravity of the strongest features. These curves show that there

is a second zero-order vibrational level of the S1-trans state in this energy range, and

that it undergoes an avoided crossing with 3361, K ′ = 1 between J ′ = 3 and 4. This

second set of rotational levels begins at J ′ = 2, indicating that it belongs to a K = 2

state, but the avoided crossing pattern is somewhat unusual, because the slopes of

the rotational energy curves are not the same before and after the crossing. As we

shall see, the perturbing state is B5, K = 2 (II), which is itself perturbed. The

triplet perturbations are clearly associated with the zero-order 3361 state, because at

the avoided crossing they transfer from the top set of levels to the next set down,

following the state with 3361 character.

A third set of energy levels is shown as a dotted line at the lower right hand

side of Fig. 4-5. The upper states have comparatively short lifetimes, closer to the

nominal S1 lifetime of 300 ns, and the lines at higher J values are sharper than those

of the interacting 3361, K = 1 and B5, K = 2 (II) states, indicating that they are less

affected by the background of triplet levels. This implies that they belong to the S1

state. The K ′ value of the upper state is either 3 or 4, depending on whether or not
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Figure 4-4: IR-UV double resonance spectra of C2H2 showing the Ã 1Au, 3361, K ′ = 1
band as seen via the J ′′ = 0 − 5 levels of the ground state ν ′′3 (σ+

u ) vibrational level
at 3295 cm−1. The J ′ = 2 patterns are indicated by tie-lines in all three branches
to indicate the position of the principal perturbing K ′ = 2 state. Some rotational
lines marked Q and R belong to the K ′ = 3 state that interacts with the perturbing
K ′ = 2 state, causing its energy level pattern to be distorted. For clarity, some Q
lines from the 3361, K ′ = 0 band and some R lines from the B5, K ′ = 1 (II) band are
shown dashed. The energy scale is that of the UV laser.
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Figure 4-5: Energy levels of the Ã 1Au, 3361, K ′ = 1 state of C2H2, plotted against
J(J + 1). Levels of e symmetry are shown as squares, and levels of f symmetry are
shown as circles. In the color version, levels of e symmetry are coloured red, and
levels of f symmetry are coloured blue. The sizes of the symbols roughly represent
the intensities of the lines in Fig. 4-4. The 3361, K ′ = 1 state interacts with the
B5, K = 2 (II) state and (more weakly) with a number of background triplet levels.
A third set of energy levels (dashed line) is assigned to the 22B1, K = 4 (II) state.
The S-shaped pattern of the upper set of levels should be noted; it arises from strong
Coriolis coupling between the B5, K = 2 (II) and B5, K = 3 (I) states, as illustrated
in Fig. 4-6.
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there is a J = 3 level blended with B5, K = 2, J = 3. We offer no assignment if the

upper state has K = 3, but for K = 4 there is a good match with the 22B1, K = 4

(II) state, which is calculated to lie near 44952 cm−1, only 8 cm−1 above.

Detailed examination of the spectrum in Fig. 4-4 shows that Fig. 4-5 is not the

whole story. In Fig. 4-4 the components of the lines with J ′ = 2 are marked with tie-

lines. The low frequency components correspond to the J ′ = 2, K ′ = 2 levels shown

at the bottom of Fig. 4-5. However the Q(2) and P(3) groups contain an additional

line for which there is no counterpart in the R(1) pattern. These additional lines turn

out to belong to a K ′ = 3 state, which is interacting with the K ′ = 2 state.

As Fig. 4-1 shows, the only polyad that could give perturbing states in this region

is B5. The pattern of its states can be predicted from the constants for the Bn

polyads given in [41]. The observed and predicted level structure in this region,

plotted against J(J + 1), is shown in Fig. 4-6. (An offset of 3 cm−1 has been added

to the predictions since the extrapolation from the polyads with lower n = v4 + v6 is

not exact.) The levels from Fig. 4-5, but without the triplet structure, appear at the

top of this figure. Figure 4-6 shows that the B5, K ′ = 2 (II) state interacts strongly

with the B5, K ′ = 3 (I) state, just below. At J ′ = 3 the separation of the K ′ = 2

and 3 states is calculated to be 7.8 cm−1, which suggests that the additional lines in

the Q(2) and P(3) patterns of Fig. 4-4 (which are 7.1 cm−1 apart) are R and Q lines

going to the K ′ = 3 state. Combination differences confirm this assignment. Some

higher-J Q lines going to the K ′ = 3 state are also marked in Fig. 4-4; the observed

K ′ = 3 levels shown in Fig. 4-6 correspond to them.

Immediately below the K ′ = 3 state is the B5, K = 1 (II) state. The curvature

of its plot in Fig. 4-6 shows that it is also involved in the interaction scheme. It

gives rise to quite intense bands at 45931 cm−1 in both the ν ′′3 and (ν3 + ν4)
′′ double

resonance spectra, showing that the goodness of the quantum number K is severely

compromised by Coriolis effects. Some of the lines shown as dashed in Fig. 4-4 are

lines of its R branch.

The parabola-like energy level pattern given by the K ′ = 2 and 3 states in Fig. 4-6

is characteristic of a b-axis Coriolis (J-dependent) interaction between two states that
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Figure 4-6: Observed and calculated energy levels of the Ã 1Au, B5 polyad of C2H2

in the neighbourhood of the 3361, K = 1 state, plotted against J(J + 1). Observed
levels are shown as full circles joined by solid lines; calculated levels are shown with
open circles joined by dashed lines. In the online version, observed levels are also
coloured red, and calculated levels are also coloured blue; the zero-order position of
the 3361, K = 1 state is shown in green. The calculations are based on the parameters
of [16], with an offset of 3 cm−1 added. The 3361, K = 0 state lies at 45937 cm−1, but
is not shown.
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are almost degenerate in zero-order. In this case the interaction is strong because the

K ′ = 2 (II) andK ′ = 3 (I) states belong to nominally different vibrational components

of the polyad, as indicated by the Roman numerals.

We note that the 1 − 2 cm−1 splitting of the J ≥ 2 levels of the 3361, K ′ = 1

state reported in previous work [46, 91] is not the result of triplet perturbations,

but represents an avoided crossing with another vibrational level within the S1-trans

state. There are triplet perturbations in addition to the avoided crossing, but these

are much smaller, and are centred on the 3361, K = 1 state rather than its perturbing

partner, B5, K = 2 (II). The interaction between the 3361, K = 1 and B5, K = 2 (II)

states is an extremely high-order resonance, representing a difference of at least seven

quanta of vibration between the interacting states; consistent with this, the matrix

element is only about 0.5 cm−1.

Although there are no other avoided crossings among the states in this energy

region, there are some interesting near degeneracies. For example, the 21B3, K =

2 (III) and B5, K = 1 (I) states, near 45896 cm−1, lie only 0.4 cm−1 apart at

zero rotation. Clearly they interact quite strongly, apparently by a b-axis Coriolis

mechanism, because the rotational levels are already 2.8 cm−1 apart at J = 5. Because

they belong to different polyads they should not interact at all, but the fact that they

do is a result of Fermi resonance. This particular resonance occurs also between the

2131B1 and 31B3 polyads, where the interaction parameters were determined by least

squares [43] to be k244 = −7 cm−1 and k266 = 8.7 cm−1. No attempt has been made

to fit the two polyads simultaneously in the present instance, but it should be possible

to refine the Fermi resonance parameters from the data for these states.

The same type of Fermi resonance occurs between the K ′ = 0 states belonging to

21B3 and B5 near 45900 cm−1; this was described in Section 4.4.1. Surprisingly, the

21B3, K = 0 Au and Bu states give very much weaker bands than the B5, K = 0 Au

and Bu states, despite the resonance. By contrast, the nearby 21B3, K = 2 (III) state

gives reasonably strong bands, in spectra from both (ν3 + ν4)
′′ and ν ′′3 , though it is

possible that its intensity is enhanced by the b-axis interaction with B5, K = 1 (I) just

described. Throughout the spectra the relative intensities of the various bands are
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not always easy to understand. An important contributing factor appears to be the

interference between vibrational transition moments that occurs when the vibrational

wave functions are far from harmonic as a result of the Coriolis and Darling-Dennison

resonances. The Fermi resonances seem to be a less important factor, though their

effects are unpredictable in the presence of the other resonances. Predissociation also

begins to affect the intensities midway through this region.

The 3361, K ′ = 2 state (at 45972 cm−1) displays extensive triplet perturbations,

but without the complication found in the K ′ = 1 state of an avoided crossing within

the S1 state. In all cases where triplet perturbations are seen in our spectra it is found

that at low J ′ values a nominal-S1 line is split into a few well-separated components,

with spacings of typically 0.2 cm−1. With increasing J ′ the number of components

grows; they become closer together, and quickly coalesce into a single broad line. This

represents the increasing density of the background triplet levels with increasing J ′.

At higher J values the lines become apparently sharper, as interactions with triplet

levels within the line profile dominate, though weak outliers have been observed as

much as 0.4 cm−1 away. This is the pattern found in the 3361, K ′ = 2 state. The

J ′ = 2 level has four recognizable components for both parities, but the splitting

patterns are not the same. The J ′ = 3 lines have at least five components, though

they are not well resolved, while the J ′ = 6 features look like single lines.

It has been possible to assign nearly all the observed lines in this region by com-

bining data obtained via ν ′′3 and (ν3 + ν4)
′′. A few weaker lines remain unassigned,

particularly in among the very intense bands from 3361, as seen via (ν3 +ν4)
′′. Predic-

tions of the expected structure show that some of these lines must be Coriolis-induced

transitions to K ′ = 3 states, but the severe blending has made it impossible to obtain

secure assignments.

4.4.4 K′ = 0 − 2 levels in the region 46000 − 46250 cm−1

The region 46000− 46250 cm−1 contains the K ′ = 0− 2 states from the 3341 [46]

and 3151 [39] vibrational levels, together with eight states from the B5 polyad. Bands

from two cis vibrational levels, cis-62 and cis-3161 are also found; the cis-62 K = 0
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and the cis-3161 bands have already been described in [11], but the cis-62, K = 1

band is new.

The 3341 vibrational level gives the most intense bands in this region. In con-

trast to the 3361 vibrational level, which suffers from exceptionally large numbers

of perturbing triplet states, the 3341 vibrational level is only mildly perturbed by

triplets. Surface electron ejection by laser-excited metastables (SEELEM) spectra

have recently documented [8] the perturbations in both of the K ′ = 0 states, but per-

turbations have not been found previously for the 3341, K ′ = 1 and 2 states. [46, 91]

Our spectra show that all three states with K ′ = 0− 2 are perturbed at low J . The

K ′ = 0 state gives only a Q branch in double resonance via (ν3 + ν4)
′′, but extra

lines are seen in our spectra accompanying the Q(1)−Q(3) lines, consistent with the

SEELEM results. The K ′ = 1 state gives a weak band fragment in double resonance

via (ν3 + ν4)
′′, but an intense band via ν ′′3 . Although the two parity components of

the J ′ = 1 level appear at first sight to give single sharp lines, least squares fitting

shows that they are both out of place. Weak extra lines can then be identified, lying

within 0.4 cm−1 of the main lines. The extra e symmetry levels lie above their main

level, but the extra f level lies below its main level. The 3341, K ′ = 2 state (46105

cm−1) also shows extra lines and other small irregularities which become obvious in

the least squares fitting. The analysis is quite complicated because, for zero rotation,

this state lies less than 0.5 cm−1 above the 3151, K = 1 state, which is itself perturbed

by triplet levels. In the (ν3 + ν4)
′′ spectra the complications are compounded by an

overlapping one-photon artifact, but the details are clearer in the ν ′′3 spectra.

The triplet perturbations found in the 3151 vibrational level affect just the K = 1

J = 5e level, which is split into at least four components spread over more than 0.7

cm−1. Every triplet perturbation found so far in the S1 state appears in a level where

ν3 is involved, but this is the first example of a triplet perturbation in a level involving

ν5 (the antisymmetric CH stretching vibration).

It is interesting that the IR-UV double resonance spectra of the 3151 level recorded

by Tobiason et al. [39] via the 3ν ′′3 overtone level show no sign of the bands from the

3341, K = 2 level or the B5, K = 1 (V) level, which lie close by in our spectra taken via
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the ν ′′3 fundamental, and have comparable intensity. One of the contributing factors

must be that the composition of the two ground state levels is different, despite the

similarity of their names. The ν3 fundamental is involved in an anharmonic resonance

with ν2 +ν4 +ν5, such that the eigenfunction of the 3295 cm−1 level (which we used as

the intermediate state in the present work) is an almost 50:50 mixture of the two basis

functions. [92] The mixing of the two bending vibrations, ν4 and ν5, into the wave

function must enhance the probability of transitions to bending levels of the upper

state according to the Franck-Condon principle. On the other hand the nominal 3ν ′′3

level at 9640 cm−1 has 62% ν3 character and 28% 2ν1 +ν3 character, [92] so that there

is very little bending character in its eigenfunction. This phenomenon was noted in

Ref. [38], where (111200) was used instead of 3ν3 as a J ′′ < 8 intermediate for studying

ν ′4/ν
′
6, but this was not necessary for ν ′5 or 3151.

Contributing to the ν ′′3 spectrum in this region are bands from two further states,

B5, K = 1 (V) at 46112 cm−1, and cis-62, K = 1 at 46120 cm−1. The B5 state is

unexceptional, but the cis-62 state is very interesting, because it provides a second

example of K-staggering in the S1 electronic state caused by quantum mechanical

tunnelling through the barrier to isomerization. [48] The first example of K-staggering

was the cis-3161 vibrational level, discussed in [11].

The selection rules for transitions to cis upper states are different from those

to trans upper states. Bands involving even-K and odd-K rotational states of cis

vibrational levels cannot appear in the same spectrum because different numbers of

photons are needed to record them. For an A1 vibrational level such as cis-62, its

K = 0 state can be observed in one-photon hot band spectra from an l′′ = 1g level

such as ν ′′4 (πg), but its K = 1 state requires IR-UV double resonance via an l′′ = 0u

level, such as ν ′′3 (σ+
u ). Experimentally, the trans-1131, K = 0 state at 46114.5 cm−1,

as observed in one-photon hot band spectra from ν ′′4 , was found [11] to undergo an

avoided crossing with the cis-62, K = 0 state, which lies at 46114.0 cm−1. The cis-62,

K = 1 state should then be observable near this energy in IR-UV double resonance

spectra via ν ′′3 . In this work a band with K ′ = 1, which appears at 46120.3 cm−1 in

IR-UV double resonance via ν ′′3 , is assigned to cis-62. The upper state therefore has
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an apparent A−1
2
(B+C) constant of 6.3 cm−1. The expected value of this quantity

is about 13 cm−1, which suggests that the upper state K-structure exhibits an even-

odd K-staggering, which is one of the results of tunnelling through the barrier to

isomerization. [48] The cis-62 K ′ = 0 and 1 bands, as observed in a one-photon hot

band from ν ′′4 and in IR-UV double resonance via ν ′′3 , respectively, are illustrated in

Fig. 4-7. Both bands are overlapped by other structure.

Two K ′ = 2 states, one from B5 and the other from 21B3, are expected at 46059

cm−1, but only one very weak band is found. It is provisionally assigned to B5, since

this polyad generally gives stronger bands than 21B3. Of the 43 upper states with

K ′ = 0 − 2 expected in the 45800 − 46250 cm−1 region, only three have not been

identified, although their positions can be predicted to within a very few cm−1.

4.4.5 The 32B3 and 2132B1 polyads (46250 - 46550 cm−1)

The next bands in the IR-UV double resonance spectra, in order of increasing

energy, lie in the region 46250 − 46550 cm−1. Although the region contains only

seven vibrational levels from the trans manifold, accidental overlapping of bands from

two polyads, 32B3 and 2132B1, produces some surprisingly complicated structures.

The other states contributing to the region are 2151, B5 and the new cis levels 32 and

4161. Nearly all the structure from the B5 polyad lies in the regions described above,

but the Darling-Dennison resonance effects in it are so large that its highest K ′ = 1

and 2 states are several hundred cm−1 above its lowest states. The highest-energy

K ′ = 1 state appears at 46292.3 cm−1, 4 cm−1 below its predicted [41] position, and

the highest K ′ = 2 state (not found) is predicted to lie at 46424 cm−1.

Figure 4-8 gives an overview of the region, in the form of a stick spectrum of

the K ′ = 0 − 2 levels. When two quanta of ν3 are excited, the very large cross-

anharmonicity between ν3 and ν6 starts to break up the bending polyads. Even

though the two bending fundamentals, ν4 and ν6, are only 3 cm−1 apart, [38] the

result in the 32B3 polyad is that the nominal 3263 (Bu) level lies 110 cm−1 below the

nominal 3243 (Au) level. The Darling-Dennison resonance pushes the combination

levels 324162 (Au) and 324261 (Bu) more than another 100 cm−1 higher still, so that
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Figure 4-7: Upper spectrum: the interacting cis-62, K = 0 and trans-1131, K = 0
states, as seen in one-photon hot band spectra via the ν ′′4 (πg) fundamental. These
two states lie less than 1 cm−1 apart, and are linked in the figure with a single
set of tie-lines for each J value. The calibration for this spectrum is not exact; a
small correction equal to [B(ν ′′4 ) − B(v′′ = 0)] J ′′(J ′′ + 1) should be applied for each
line. Lower spectrum: the cis-62, K = 1 state, as seen in IR-UV double resonance
via the ν ′′3 (σ+

u ) fundamental. This spectrum consists of five superimposed plots
taken via the rotational levels J ′′ = 0 − 4 individually. No correction needs to be
applied to the calibration of this spectrum. The tie-lines for the cis-62, Q(1) lines
in the two spectra of this figure are shown thickened, in order to emphasise that the
K ′ = 1 state lies only 6.3 cm−1 above the K ′ = 0 state. This quantity corresponds
to the rotational constant A−1

2
(B+C), less the amount of the K-staggering which

results from quantum mechanical tunnelling through the barrier to isomerisation.
Since A−1

2
(B+C) is expected to be about 13 cm−1, the K-staggering has lowered the

K ′ = 1 state, relative to the K ′ = 0 state, by about 7 cm−1.
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the four K = 0 levels are spread over 250 cm−1. The Coriolis effects are then not

strong enough to cause re-ordering of the low-K energy levels, such as is seen in the

11B1 and 21B3 polyads, except in the third of the four vibrational levels (in order of

energy). The K-structure is more like that of a slightly perturbed asymmetric top,

though the lowest K = 0 and 1 levels lie very close in energy, which (as we see below)

can lead to interesting effects. The 2132B1 polyad behaves in similar fashion, except

that there is no Darling-Dennison resonance. The predicted positions of the states of

these polyads (following Eq. (1)) are given in Table 4.2. The agreement between the

observed and calculated positions is not as good as for the B5 polyad, though it is

still adequate to allow assignment of the bands.

Table 4.2: Observed and predicted level energies (cm−1) for the 32B3 and 2132B1

polyads. Observed band energies are in Roman type, predicted energies in italic
type.

K = 0 1 2

32B3 Bu 46287.0 46291.0 46321.7
46291 .9 46298 .6 46319 .6

Au 46397.8 46413.8 46430.1
46399 .7 46411 .3 46430 .9

Bu 46511.0 46479.6 46500.8
46512 .9 46483 .4 46498 .6

Au 46531.1 46598.5 46696.3(a)

46532 .3 46595 .2 46694 .9
2132B1 Bu ∼46359(b) 46358.8 46380.3

46356 .3 46359 .8 46380 .4
Au 46387.0 46415.8 46476.1

46395 .6 46418 .1 46475 .1

(a) Assignment not secure. An alternative assignment to a K = 2 state at 46707.7
cm−1 is possible.
(b) See text and Fig. 4-10 for further details.

The lowest K ′ = 0 and 1 levels of the 32B3 polyad give rise to weak bands near

46290 cm−1. There is no direct coupling between them, but transferred b-axis Coriolis

interaction causes both of them to appear in double resonance spectra via both ν ′′3

and (ν3 + ν4)
′′. The lower K ′ = 0 and 1 levels of the 2132B1 polyad (nominally
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Figure 4-8: Stick diagram of the ungerade K ′ = 0 − 2 levels of the Ã 1Au state of
C2H2 in the region 46280 − 46550 cm−1, with their assignments, as recorded using
IR-UV double resonance via the ν ′′3 (σ+

u ) and (ν3 + ν4)
′′ (Πu) vibrational levels of

the ground state. The spectra recorded from the two intermediate levels have been
combined into a single plot. Approximate intensities are indicated by the heights
of the sticks. States that could not be found are marked with dotted lines at their
predicted positions. The highest K ′ = 1 and 2 states of the 32B3 polyad are not
shown; bands at 46598.5 and 46696.3 cm−1 are provisionally assigned to them.
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213261, Bu) lie at 46359 cm−1. They are almost degenerate, and since the nominal

213241, Au, K = 1 level, to which they are both Coriolis-coupled, lies only 28 cm−1

higher, there is strong interaction. The spectrum, as seen in double resonance via

the very sharp Q branch head of (ν3 + ν4)
′′ (Πu), where the J ′′ = 1f − 5f levels are

populated simultaneously by the IR laser, is illustrated in Fig. 4-9. It is unexpectedly

complicated. According to the rotational selection rules, there should be two sets of

R and P branches, one going to the K ′ = 0f state, and the other to the f symmetry

levels of the K ′ = 1 state as a result of the Coriolis interaction. Instead three strong

R-P branch pairs are seen, together with two weak Q branches in the gap between

them. This implies that three sets of excited state f symmetry rotational levels and

two sets of e symmetry levels are present. Given that the unperturbed K ′ = 1e levels

may give rise to a weak Q branch if other suitable interactions occur, it is clear that

an extra vibrational state must be present. The upper state energy levels are shown,

plotted against J(J + 1), in Fig. 4-10. The parabola-like appearance of this figure is

reminiscent of Fig. 4-6, and for the same reason. In fact the branch intensities, and

the existence of a J ′ = 0 level for the middle set of f symmetry levels, show that the

zero-order 213261, K ′ = 0 and 1 states correspond to the three lowest sets of levels.

The two sets of f symmetry levels, K ′ = 0f and 1f , repel each other, while the

K ′ = 1e set, which is unaffected, lies in between them. Further interactions between

the f symmetry levels then transfer the curvature of the plot to the upper set of f

levels in the figure. A small perturbation in the topmost f level appears to be caused

by an unidentified K ′ = 4 state. The pattern of upper state energy levels is confirmed

in detail by the double resonance spectrum via ν ′′3 , where the f symmetry levels give

Q branches, and the e symmetry levels give R and P branches.

There is no place in the S1-trans manifold for the upper K ′ = 1 state, which

presumably belongs to the S1-cis manifold. Ab initio calculations of the cis vibrational

structure [53] predict that the cis-21 and 32 levels should both lie close to this energy.

These vibrational levels both have the correct symmetry (A1) to give K ′ = 1 bands

in the ν ′′3 double resonance spectrum, but the ab initio calculations [10] indicate that

the cis-32 level should interact much more strongly than the cis-21 level with the
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Figure 4-9: IR-UV double resonance spectrum of C2H2 near 46359 cm−1, recorded
via the Q branch of the (ν3 + ν4)

′′ (Πu) combination level. The three sets of R and P
branches represent the K ′ = 0f and 1f levels of the 213261 state, which are almost
degenerate, together with the f levels of another K ′ = 1 state at 46361.3 cm−1, which
is assigned as cis-32. All three sets of f levels are strongly Coriolis-coupled. The two
Q branches represent the unperturbed e symmetry levels of the two K ′ = 1 states.
In the color version, lines going to the cis-32 state are marked in red, and lines going
to the 213261 state are marked in blue.
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trans manifold and have greater intensity via ν ′′3 . In view of these calculations, we

provisionally assign the new K ′ = 1 state as cis-32.

The next region of complexity occurs about 50 cm−1 higher, where three close-lying

K ′ = 1 states occur at 46408, 46414 and 46416 cm−1. All three have comparatively

large asymmetry splittings (see Table 4.1) in the sense f above e, which is consistent

with Au vibrational symmetry. Predictions of the K-rotational structures of the

32B3 and 2132B1 polyads would place K ′ = 1 states with Au symmetry at 46411 and

46418 cm−1, respectively. Unfortunately the predictions are not accurate enough to

identify the observed states with particular polyads securely, though it seems that the

states at 46414 and 46416 cm−1, which give the strongest bands, belong to these two

polyads. However the third state, which gives a much weaker band, is not predicted,

and presumably belongs to the S1-cis electronic state, where its vibrational symmetry

would be B1. Vibrational B1 states are rare among the low-lying levels of the S1-cis

state, as they require odd quanta of both ν4 (a2) and ν6 (b2). At this very low

vibrational energy of approximately 1500 cm−1 the only logical assignment is the

combination level cis-4161.

There are only a few triplet perturbations in this region. Most of them take the

form of a doubling of the J ′ = K ′ lines of a band, but more extensive perturbations

occur in the 32B3, K = 1 (IV) state at 46598 cm−1, where several J levels are affected;

the J = 5e level of this state is split into four components. Where the vibrational

assignments of the perturbed states have been established, it is found that they all

belong to the 32B3 polyad.

The 2151 vibrational level lies in the middle of this region, at 46441 cm−1, and

has been observed previously. [93] It is not subject to Coriolis effects, and is a normal

asymmetric top level. Our rotational constants for it are given in Table 4.3.

4.5 Discussion

This work gives the details of the ungerade vibrational levels of the S1-trans state

of acetylene in the energy range 45800 − 46500 cm−1, as observed in IR-UV double
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Table 4.3: Rotational constants from least squares fitting of the K ′ = 0− 2 levels of
the 2151 vibrational state. Values in cm−1.

T0 46440.894 ± 0.028
A 12.587 0.041
B 1.115 0.0039
C 1.0206 0.0040

r.m.s. 0.016

resonance. The complete vibrational level structure of this electronic state has now

been established up to a vibrational energy of 4300 cm−1. The aim has been to

understand the S1-trans state in sufficient detail that any vibrational states that do

not fit into its energy level pattern can be assigned to the S1-cis isomer. Four such

states were identified previously, [11] and the present work has provisionally found

two more.

The barrier to isomerization in the S1 state is calculated [10] to lie around 5000

cm−1 above the S1-trans zero-point level, which means that the signatures of cis-trans

isomerization should already be observable in some of the levels studied in this work.

The most characteristic effect will be an even-odd staggering in the K-structure of

a vibrational level where tunnelling through the barrier is possible. [48] This effect

should be largest in those vibrational levels that carry the shape of the molecule along

the isomerization pathway from the equilibrium structure of the trans isomer to the

half-linear structure at the saddle point. Those vibrational levels are combinations

of ν3 and ν6, which in the trans isomer are, respectively, the trans-bend and the

cis-bend. (The forms of the vibrations are reversed in the cis isomer.) It is difficult

to observe the K-staggering in levels of the trans isomer because the Coriolis and

Darling-Dennison interactions between ν6 and ν4 (torsion) perturb the K-rotational

structure so severely that the effects of the tunnelling are masked. The interaction

between ν4 and ν6 is less important in the cis isomer, so that the K-staggering can be

observed. The cis-3161 level was recently found [11] to have its K ′ = 1 state shifted

up by 3.9 cm−1 relative to its K ′ = 0 and 2 states. From the present work, the cis-62

level appears to have a staggering of about 7 cm−1 in the opposite sense.
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Nevertheless, trans-levels in the same energy region as these cis levels should show

comparable staggerings, and the 32B3 polyad, in the region 46250 − 46550 cm−1,

should offer good examples. It may be that hints of their existence can already be

seen. It was found [41] that the vibrational and K-rotational structures of the pure

bending polyads, Bn, n = 1−3, can all be reproduced to within a very few cm−1 by a

single set of anharmonicity and interaction parameters; the present work confirms that

this finding applies also to the states of the B5 polyad. A similar finding applies to the

various bending polyads in combination with symmetric levels such as 31, and forms

the basis for extending the vibrational assignments to higher energy. [43] On the other

hand, this approach works less well for predicting the structure of the 32B3 polyad,

perhaps indicating that staggerings are present, but are less completely masked by

the intra-polyad interactions. It will be interesting to follow the level patterns to

higher energies, where the bending polyad structure is essentially destroyed by the

anharmonicity, so that the effects of the barrier should be more clearly seen.

Now that the structures of the trans polyads in this region have been established,

it should be possible to analyze the region near the expected transition state energy,

located approximately one bending quantum higher. The information gained from the

present analysis of the 11B1 and 21B3 polyads has already helped with the analysis

of that energy region in our not yet published one-photon spectra, which contain

candidates for additional cis levels and the barrier-proximal levels 3362 and 3462. The

analysis of these levels, and the information about the transition state energy that

can be derived from it, will be discussed in a future paper.
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Chapter 5

Anharmonic force fields of cis- and

trans-S1 C2H2

Abstract

We calculate second order vibrational perturbation theory (VPT2) anharmonic
force fields for the cis and trans conformers of S1 C2H2, and compare the results
to experiment. The vibrational assignments of recently observed levels belonging to
the cis well are of particular interest. A refined estimate of the cis origin position
(44870 ± 10 cm−1) is proposed, and preliminary low-energy fits to the global J=K=0
trans level structure are also described. The performance of perturbation theory in
this isomerizing system is examined, and both surprising successes and failures are
encountered. We examine these and their causes, and offer practical suggestions for
avoiding the pitfalls of applying perturbation theory to systems with large amplitude
motions.

The results in this chapter, aside from some minor updates, have been published

in the FASE special issue of Molecular Physics [53].

5.1 Introduction

The determination of the potential energy surfaces (PES) of polyatomic molecules

is a subject of considerable chemical interest. Most often effort is directed at char-

acterizing the stationary points of the PES, since these largely determine the ther-

modynamics and kinetics of the molecular system. In the S1 state of C2H2, we find
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ourselves in the unique position of possessing high resolution spectroscopic informa-

tion that samples all of the chemically relevant stationary points on a PES that

supports cis-trans isomerization: the trans and cis minima, and the half-linear tran-

sition state [26] that lies between them. In particular, due to the long and intense

study of the lower-lying Ã 1Au trans conformer, complete vibrational assignments

have been made nearly up to the expected transition state energy.

Despite the amount of attention the Ã 1Au state has received, to date few attempts

have been made to treat the trans conformer in a global sense. Although many

workers have contributed significantly to the understanding of the vibrational level

structure [35–39, 46], progress was initially made only in a piecemeal fashion, with

perturbations and irregular rovibrational structures often explicitly noted. The sole

exception was the determination of the harmonic force field by Tobiason et al. [72],

but unfortunately that work was done before the ν1 fundamental had been observed

[42]; furthermore, a harmonic force field has little predictive power. The work in

recent years by Merer et al. [40–43], based primarily on a new understanding of the

bending (Bn) polyads that arise from strong Darling-Dennison resonance and Coriolis

effects, established the trans level structure to an extent that allowed several bands

belonging to the S1-cis conformer to be identified. [11]

The goal of the present work is to calculate the anharmonic force fields of both

the cis and trans conformers of the S1 state, in order to be able to extend the com-

prehensive trans assignments in the increasingly congested regions approaching the

transition state energy, and to anticipate where additional states of the cis conformer

might be found. An accompanying paper [88] has already made use of this infor-

mation in analyzing an extended complicated region of the IR-UV double resonance

spectrum, where many interacting trans levels, some affected by previously unknown

anharmonicities, are located. Two new cis vibrational levels have also been discov-

ered, and their vibrational assignments (32 and 4161) are based on the calculations

presented here. This brings the observed total to six out of an expected ten cis levels

below 46500 cm−1, where the complete trans assignments currently end.

The anharmonic force fields described in this paper are calculated using standard
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second order vibrational perturbation theory (VPT2) [94]. Effective use of this con-

venient and accurate approach for electronically excited S1 C2H2 requires high level

quantum chemistry, for which we choose the EOM-CCSDT level of theory [61]. We

demonstrated previously that this method obtains excellent optimized geometries and

harmonic frequencies for the S1 state [10], but there the quantities calculated ab initio

were not easily compared to experiment. Here, where a more direct and quantita-

tive juxtaposition is possible, the performance of this high level method is even more

impressive.

A relevant question is whether a perturbation theory approach is appropriate for

an isomerizing system, where large amplitude motions are clearly possible. While

obviously there are aspects of interest that cannot be addressed by perturbation

theory approaches that focus on a single minimum in the PES, for example, K-

staggering [48] or intensity borrowing [10] due to tunneling, the good agreement

obtained with experiment for many of the results demonstrates that perturbation

theory is still useful for many features of such systems. The specific instances where

the VPT2 treatment appears unsatisfactory or misleading in this particular molecule

will be discussed explicitly.

The extensive literature on the Ã 1Au vibrational level structure provides much

raw material for assessing the trans force field results. In order to focus on the

vibrational parameters and avoid the pervasive perturbations as much as possible, we

have elected to make use of J=K=0 term values. A compilation of these term values

can be found in Appendix 5.A.

5.2 Methods

All ab initio calculations were performed with the CFOUR program package [81],

employing the MRCC program [82] for analytic gradients, and using the NASA Ames

ANO1 basis set [95] with the EOM-CCSDT method. Core electrons were not corre-

lated. VPT2 forcefields were calculated by numerical differentiation of the analytic

first derivatives, which were computed in parallel. For the cis conformer, harmonic
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frequencies were also computed using the ANO2 basis set, but these frequencies were

used only for the vibrational term value calculation.

One dimensional torsional Discrete Variable Representation (DVR) calculations

were carried out as described previously [10] in order to obtain values for the torsional

fundamentals of both conformers. For these calculations, a single crude torsional

potential curve was constructed by taking the lower of the two electronic energies

obtained using cis and trans equilibrium values for RCC , RCH , and 6 CCH at values

of the torsional angle τ = 0 : 12 : 180◦, where τ = 0◦ and 180◦ correspond to pla-

nar cis and trans geometries, respectively. This procedure sufficed to splice together

the appropriate potentials at the two minima. The two-fold symmetry of the tor-

sional angle was used to extend the potential over the entire 360◦ range of the DVR

calculation. In the calculation of the kinetic energy, the values of RCC , RCH , and

6 CCH were interpolated between the cis and trans equilibrium values so that the G

matrix elements have the appropriate values in the vicinity of the minimum of each

conformer.

5.3 Results

We previously reported [10] ab initio harmonic frequencies for both conformers,

and found them to be in excellent agreement with experimental values, where those

have been determined or estimated. Here we focus on the calculation of vibrational

fundamentals, and the determination of the xij parameters important for the predic-

tion of the level positions of combination bands and overtones.

5.3.1 cis-S1

5.3.1.1 Vibrational Parameters

At present, only six vibrational levels localized in the cis well have been observed

[11, 88], which limits our ability to assess the cis VPT2 results. In particular, without

the observation of the cis origin, we are left without the natural starting point for such
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a discussion; the calculated cis harmonic and fundamental frequencies are listed in Ta-

ble 5.1, but there are no experimental results yet for direct comparison. Fortunately,

a relatively precise estimate of the cis origin can be made by noting that two of the

observed cis levels are 31 K=1 and 32 K=1, with their spacing 46361− 45624 = 737

cm−1 in good agreement with the ab initio value of ν3 +3x33 = 742 cm−1. (The calcu-

lated cis xij are tabulated in Table 5.2.) Extrapolating back one quantum to the cis

origin gives its position as 44870 ± 10 cm−1, where the sources of uncertainty include

not only x33 but also the unknown A rotational constants (assumed to be 14 cm−1

here) and any K-staggering that affects these levels [48]. This estimate is in excel-

lent agreement with our previous ab initio calculation [10] of 44856 and experimental

estimate [11] of 44900 cm−1.

Table 5.1: Harmonic and Fundamental Frequencies for cis-S1 C2H2

ANO1 ANO2
Harmonic Fundamental Harmonic

ν1 2997.14 2789.11 3003.71
ν2 1583.23 1501.05 1584.79
ν3 806.10 748.61 796.94
ν4 817.30 826.53 827.92
ν5 2941.72 2734.89 2948.44
ν6 571.72 576.25 579.81

Frequencies in cm−1. The structural parameters from the ANO2 geometry optimization are
RCH = 1.0970 Å, RCC = 1.3390 Å, and 6 CCH = 132.75◦.

Until more cis levels are located, it would be premature to discuss the accuracy of

the xij individually. Quite a few are unusually large, which is perhaps not unexpected

when the potential well is only 2300 cm−1 deep. Overall, the agreement with experi-

ment by adding the VPT2 energies to the present estimate of the cis origin (Column

2 of Table 5.3) seems unimpressive. However, if we correct ν4 and ν6 upwards by 28

and 23 cm−1, respectively, based on the errors for 41 and 62, then the agreement for

the combination levels 3161 and 4161 becomes quite good as well. Corrections of this

kind are justifiable if there is cause to suspect that theory has difficulty treating these

particular modes; as we will see in much greater detail with the results for the trans
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Table 5.2: Anharmonicities for cis-S1 C2H2

x11 -42.06
x22 -6.93
x∗33 -2.03a

x∗44 15.42b

x55 -47.29
x66 14.57

x12 -4.67 x13 -7.89
x14 -7.31 x15 -212.48
x16 -15.47 x∗23 -5.02a

x∗24 -58.50b x25 -0.23
x26 -43.15 x34 -33.61
x35 -6.11 x36 -54.23
x45 -6.65 x46 62.84
x56 0.97

Constants in units of cm−1.
aThe VPT2 result is weakly affected by Fermi resonance between 21 and 32. Near-zero energy

denominators were removed to calculate this value. Ordinarily an effect of this magnitude could
safely be neglected, but we have accounted for it because of the role of x33 in our estimate of the
cis origin position. φ233 = −14.26 cm−1.)

bThe VPT2 result is strongly affected by Fermi resonance between 21 and 42. Near-zero energy
denominators were removed to calculate this value. φ244 = 203.43 cm−1.

Table 5.3: Level List for cis-S1 C2H2

State Expt. [11, 88] VPT2 Calc.−Obs. Corrected
00 44870
61 45455 45477
31 45610 45610 0
41 45735 45707 -28 45735
62 46114 46068 -46 46114
3161 46175 46141 -34 46164
32 46347 46346 1
21 46373
4161 46394 46354 -40 46405
3141 46414 46442

Energies in units of cm−1. The ANO2 harmonic frequencies listed in Table 5.1 were used to
calculate the VPT2 term values. See text for derivation of the 44870 value used for the VPT2 zero
point level.
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conformer, this seems to be the case in this molecule. Returning briefly to the xij,

the good agreement with 3161 and 4161 after these empirical corrections suggests that

the values for x36 and x46, which are among the largest, are not unreasonable.

To summarize, the cis results are difficult to compare to experiment, because

of the combination of uncertainties in the (not yet observed) cis zero-point level

position, the VPT2 cis vibrational state energies, and finally any shifts caused by

cis-trans interactions. [10, 48] Nevertheless, these refinements over simple harmonic

predictions have already proven useful in the location and assignment of additional

cis levels. [88] As shown in Table 5.3, six out of an expected ten levels have now been

found, below the energy at which the trans assignments are complete. Based on the

simulated spectra from Ref. [10], it seems understandable that cis-21 is not observed,

despite the recent discovery of cis-32 presumably nearby, since the predicted intensity

ratio is approximately 104 in favor of cis-32.

5.3.1.2 Rotational Parameters

The vibrational dependence of the rotational constants is an important source

of evidence for vibrational assignments. Table 5.4 presents the calculated rotational

constants as well as their shifts upon single quantum excitation, and compares them

to the fitted rotational constants for the cis levels that have been observed.

We should note that the experimental rotational constants are known to be af-

fected by tunneling staggerings [11, 48, 88] and possibly also by the cis-trans inter-

action(s) that allow these nominally forbidden levels to appear in the spectrum. [10]

These types of effects cannot be treated by the methods used here, and so the utility

of these numbers is limited until sufficient data is available to obtain deperturbed

rotational constants. In assessing the reliability of these calculated rotational param-

eters, it is perhaps useful to inspect the trans rotational parameters, where a more

direct and comprehensive comparison can be made to experiment. These are shown

in Sec. 5.3.2.2 (Table 5.7) and agree very well with the experimentally derived values.
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Table 5.4: cis Rotational Constants and Vibrational Shifts
A B C

Be 13.881 1.136 1.050
B0 13.883 1.133 1.038
α1 0.410 0.002 0.0042
α2 0.049 0.007 0.0070
α3 -0.889 0.183 0.0011
α4 -1.162 -0.184 -0.0004
α5 0.403 0.002 0.0035
α6 1.492 -0.002 0.0069

Expt. [11, 88] VPT2
State A B C A B C
31 13.95a 1.118 1.045 14.327 1.134 1.038
41 15.135 1.185 1.02a 13.732 1.133 1.038
62 -b 1.1353 1.0349 14.439 1.136 1.024
3161 14.019 1.1258 1.037 15.05 1.136 1.03
32 - 1.120 1.038 15.66 1.137 1.036
4161 - 1.0934 1.027 13.86 1.136 1.031

Constants in units of cm−1. Two pairs of the cis α values are large and correlated, αA
4,6 and αB

3,4,
indicating the presence of Coriolis effects. Recomputed values that remove the effects of these near-
resonant terms (αA

4 = 0.301, αA
6 = −0.278, αB

3 = −0.002, αB
4 = −0.001) have been used to calculate

the state-specific constants (including B0). The relevant Coriolis constants are ζa
4,6 = −0.7371 and

ζb
3,4 = −0.6350. The rotational constants from the ANO2 geometry optimization are (in cm−1):

Ae = 13.975, Be = 1.140, and Ce = 1.054.
aFixed.
bThe apparent A − B for cis 62 is 6.33 cm−1, which presumably is strongly affected by K-

staggering. Without an observation of K = 2, a reasonable value for A cannot be determined.
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5.3.2 trans-S1

5.3.2.1 Vibrational Parameters

In contrast to cis-S1, the Ã 1Au state of acetylene has been studied for over 60

years with almost 100 vibrational levels assigned, and complete assignments up to

4300 cm−1 above the zero point level. All of the fundamentals have been observed,

and are compared to the ab initio results in Table 5.5. The agreement is excellent for

the stretching modes, but deteriorates for the lower frequency bending modes. (The

value obtained for ν4 is anomalously bad; it will be shown later on in Sec. 5.4 that

this is due to the use of rectilinear coordinates.)

Table 5.5: Harmonic and Fundamental Frequencies for trans-S1 C2H2

Harmonic Fundamental Expt. [35, 38, 39, 42]
ν1 3053.52 2884.76 2880.08
ν2 1424.63 1383.23 1386.90
ν3 1106.12 1062.04 1047.55
ν4 757.87 730.65 764.90
ν5 3033.45 2860.52 2857.4
ν6 780.63 755.30 768.26

Frequencies in cm−1.

Almost all of the diagonal anharmonicities have been or can be determined from

experimental data. These are seen to agree well with the VPT2 values in the first

two sections of Table 5.6. Some of the xij were previously calculated [40] at the

CCSD/TZ2P level of theory, and are slightly improved upon by those reported here.

A few of the xij were determined only very recently [88], and that analysis was

greatly facilitated by prior knowledge of their ab initio values. The xij that remain

to be determined are irrelevant until much higher energies and are expected to be

calculated very accurately by theory (x11, x55, x15).

Although the ab initio parameters are not sufficiently accurate to permit prediction

of the vibrational level structure at higher energies, fortunately their deficiencies can

be identified and remedied by fitting to the extensive set of known J=K=0 levels,

which is listed in the Appendix 5.A. By supplementing the experimental constants
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with those from theory and using only the parameters {ωi, xij, K4466}, one can fit

the trans J=K=0 level structure up to greater than 3000 cm−1 above the zero-point

level with residuals of 3 cm−1 or less. The parameters thus obtained do not deviate

significantly from the experimental values listed in Table 5.6. It is important to note

that two anharmonicities involving ν3, x34 and x36, are not well determined, but for

different reasons. As discussed in Ref. [41], Coriolis effects make a surprisingly large

contribution to anharmonicities such as x46. These Coriolis effects depend strongly on

A, which in turn increases rapidly [35] with v3. Although it has not been done in the

present work, this effect can be taken into account in J=K=0 fitting by the addition

of a y346 term, but the values of x46 and x34 then change significantly. The difficulty

for x36 arises because the cis-trans isomerization path is a combination of these two

normal modes, and their combination levels are extremely anharmonic [10, 43, 46].

The value of x36 therefore becomes steadily more negative as more and more levels

are added to the fit, until the simple model fails completely.

5.3.2.2 Rotational Parameters

The rotational constants of all of the trans vibrational fundamentals have been

determined experimentally. Table 5.7 compares these values with the ab initio results,

and the agreement is quite good. Unfortunately, the trans rotational parameters are

less useful for assignment purposes because of the very strong Coriolis and Darling-

Dennison effects found in the ν4/ν6 polyads. [40, 41, 43]

5.4 Discussion

Overall, the performance of vibrational perturbation theory is surprisingly good

for both conformers of S1 C2H2, given that many manifestations of isomerization

appear in their spectra at fairly low energies. Particularly for the cis conformer,

where the 31 and 32 levels observed must be delocalized into the trans well in order

to appear in the spectrum, it is unexpected that the ab initio calculations treat

them accurately and even quantitatively, insofar as they have been experimentally
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Table 5.6: Anharmonicities for trans-S1 C2H2

VPT2 Expt. [39, 41–43, 88]
x11 -36.40 a

x22 -10.79 -11.35
x33 -6.59 -8.70
x12 -1.09 -1.07
x13 -6.41 -10.55
x23 -0.13 -0.24
x44 3.63 0.19
x66 -2.65 -4.23
x46 11.82 11.39
x14 -16.09 -16.7
x24 -25.98 -13.29
x34 -22.59 (-11.04)b

x16 -9.76 -11.6
x26 -10.39 -7.7
x36 -24.58 (-33.45)b

x55 -38.46 a

x15 -158.57 a

x25 -2.07 -0.98
x35 -8.12 -10.77
x45 -16.12 -16.81c

x56 -7.14 -8.98c

Constants in units of cm−1.
aThese anharmonicities cannot be determined from the currently known J=K=0 data, since

they require observation of the very high-lying states 12, 52, and 1151.
bNot well determined; see accompanying text for discussion. In the fit performed here K4466 =

−51.15, in good agreement with the value of -51.68 from Ref. [41].
cThe sum of x45 and x56 was estimated at -25 cm−1 in Ref. [43]. The values listed here are

based on unpublished least squares fits of the 51B2 polyad by A. J. Merer.
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Table 5.7: Observed and Calculated trans Rotational Constants and Vibrational
Shifts. For each constant, the experimental value is listed above the ab initio value.

A B C
Be

a 12.957 1.120 1.031
12.839 1.1232 1.0329

α1
b 0.385 0.0497 0.0555

0.347 0.0016 0.0032
α2

c 0.155 0.0091 0.0074
0.139 0.0088 0.0073

α3
c -0.961 -0.0015 0.0032

-0.808 -0.0015 0.0036
α5

d 0.303 0.0004 0.0022
0.304 0.0013 0.0031

Constants in units of cm−1. Constants related to ν4 and ν6 are omitted because of the strong
Coriolis effects that distort the rotational structure. [38, 41]

aRef. [73].
bRef. [42]. The values listed here are from the deperturbation of the 11/21B2 interaction, and

the values of B and C are presumably correlated with other fit parameters.
cRef. [35].
dRef. [39].

characterized. There are a few distinct failures of the ab initio VPT2 forcefields that

we now discuss. In particular, the trans ν4 fundamental is an illustrative example.

Compared to the good agreement for the other trans vibrational fundamentals

(3–15 cm−1), the 35 cm−1 error in trans ν4 is unusually large. The possible sources

of error are the execution of the VPT2 calculation, the quantum chemistry methods

used to evaluate the force constants, and the rectilinear internal coordinates implicit

in this approach.

We validate the execution of the VPT2 calculation by performing the same cal-

culation on trans N2H2, where the X̃ state is electronically analogous to the Ã 1Au

state of C2H2. The agreement with earlier calculations and experiment is excellent

(Table 5.8); the largest error is -7.5 cm−1 for ν6. It is interesting to note that the

pattern of the deviations from experiment is similar to that for trans-S1 C2H2, with

the lower frequency bends giving less good agreement.

The next possibility is that the quantum chemical method used fails along the

torsional coordinate. We rule out this possibility by performing a 1D torsional DVR

136



Table 5.8: Vibrational Fundamentals for trans X̃ N2H2

This work Martin et al. Expt. Error
ν1 3116.6 3051.0 (3128)a

ν2 1579.2 1578.5 1583 3.8
ν3 1523.2 1528.2 1529 5.8
ν4 1294.8 1294.2 1288.65 -6.2
ν5 3119.6 3133.3 3120.29 0.7
ν6 1323.9 1317.4 1316.41 -7.5

Frequencies in cm−1. The second and third columns are from Ref. [96] and references therein.
aAlthough it is beyond the scope of this paper, the ν1 assignment is not secure, and additionally

the upper level is likely in Fermi resonance with several combination/overtone levels. See again
Ref. [96] and references therein, particularly Refs. [9] and [11].

calculation, and find the trans ν4 fundamental to be 780.7 cm−1, which is a deviation

from experiment in line with those for the other vibrational modes. (The cis ν4

fundamental found by this method is 845.8 cm−1, to be compared with 827.92 cm−1

from VPT2.) We also find that fitting the 1D potential gives an ab initio torsional

force constant that agrees to 1% with the harmonic force field of Ref. [72].

We are finally left with the conclusion that the rectilinear coordinates used in

VPT2 are the primary cause of the poor agreement obtained for the trans ν4 funda-

mental. This is consistent with all of the evidence: the problems observed in treating

ν4 and ν6 of both S1 C2H2 conformers, the improved agreement for 1D curvilinear

DVR calculations using the same quantum chemistry methods, and a qualitatively

similar pattern of errors in trans N2H2, albeit of smaller magnitude because the mo-

tions are smaller in amplitude. A well known signature of rectilinear coordinates is

that they overestimate the coupling between torsions and stretches; several of the

fitted/experimental values of the trans xi4 are significantly less negative than the

corresponding VPT2 result (Table 5.6).

It is surprising that the rectilinear coordinates appear to pose a comparable or

even more serious problem for perturbation theory than the extremely large amplitude

motions necessary for isomerization. In other words, the torsional modes of both

conformers are treated less well by VPT2 than the {ν3, ν6}modes involved in the lower

energy, planar cis-trans isomerization path. This is despite the fact that the same
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ab initio level of theory gave reasonable results when used in curvilinear but reduced

dimension DVR calculations of the type described in this work and in Ref. [10]. It

would be interesting to perform a full dimensional curvilinear treatment to assess the

consequences of the conventional rectilinear coordinates more completely.

5.5 Conclusion

We have attempted to show here that perturbation theory-based anharmonic force

fields can provide useful guidance in analyzing the spectra of systems exhibiting large

amplitude motion, using as an example the cis-trans isomerization in the S1 state of

C2H2. In an accompanying paper [88], the results presented here have already been

used to further the analysis of trans levels at the frontier of the current assignments,

and additionally to aid in the location and assignment of levels belonging to the

recently observed cis conformer. As the approach to the transition state continues to

complicate the spectra, accurate predictions of the level positions of both conformers

will be increasingly important.

A number of experiments are in progress to resolve the open questions about the

level structures of both S1 conformers, in addition to continuing higher toward the

expected transition state energy. Although much of the ab initio error seems to stem

from the rectilinear coordinates implicit in the VPT2 approach, we are undertaking

calculations of greater sophistication in order to predict the cis vibrational parameters

as accurately as possible. We are also pursuing theoretical curvilinear treatments that

will improve upon this work and that of Ref. [10].

Finally, we alluded earlier to fits of the trans J=K=0 level structure. We have

achieved some preliminary success in fitting the J=K=0 levels beyond 3000 cm−1,

and indeed up to the limit of the current assignments; the additional parameters in

such a model and their relationship to the transition state energy will be discussed

in a future paper.
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5.A J=K=0 Level List for trans-S1 C2H2

Table 5.9: trans J=K=0 Level List

State T0 T0 − T00 σ Ref.

00 42197.57 0.00 0.01 [35]

41 42962.47 764.90 0.06 [38]

61 42965.83 768.26 0.09 [38]

31 43245.12 1047.55 0.01 [35]

21 43584.47 1386.90 0.01 [35]

B2 (I) ag 43700.85 1503.28 0.01 [41]

4161 43732.13 1544.56 0.1 [41]

B2 (III) ag 43752.57 1555.00 0.01 [41]

3161 43983.1 1785.53 0.5 [46]

3141 43996.89 1799.32 0.5 [46]

32 44275.28 2077.71 0.01 [35]

2141 44336.46 2138.89 0.02 [43]

2161 44345.9 2148.33 0.02 [43]

B3 (I) bu 44449.15 2251.58 0.03 [41]

B3 (II) au 44457.26 2259.69 0.03 [41]

B3 (III) bu 44547.04 2349.47 0.03 [41]
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Table 5.9 – continued

State T0 T0 − T00 σ Ref.

B3 (IV) bu 44547.77 2350.20 0.03 [41]

2131 44631.78 2434.21 0.01 [35]

31B2 (I) ag 44692.84 2495.27 0.03 [43]

314161 44749.61 2552.04 0.3 [43]

31B2 (III) ag 44764.96 2567.39 0.03 [43]

22 44948.68 2751.11 0.01 [42]

3261 44976.33 2778.76 0.08 [46]

3241 45015.64 2818.07 0.1 [46]

51 45054.97 2857.40 0.1 [39]

21B2 (I) ag 45067.23 2869.66 0.02 [42], [43]

11 45077.67 2880.10 0.02 [42]

214161 45108.33 2910.76 0.23 [42], [43]

21B2 (III) ag 45119.83 2922.26 0.02 [42], [43]

B4 (I) ag 45172.55 2974.98 0.1 [41]

B4 (II) bg 45206.9 3009.33 5.0 [41]

B4 (III) ag 45239.8 3042.23 5.0 [41]

33 45285.71 3088.14 0.02 [35]

B4 (IV) bg 45361.6 3164.03 5.0 [41]

213161 45362.99 3165.42 0.05 [43]

B4 (V) ag 45363.2 3165.63 5.0 [41]

213141 45369.48 3171.91 0.05 [43]

31B3 (I) bu 45397.81 3200.24 0.05 [43]

31B3 (II) au 45444.27 3246.70 0.05 [43]

31B3 (III) bu 45538.5 3340.93 0.05 [43]
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Table 5.9 – continued

State T0 T0 − T00 σ Ref.

31B3 (IV) au 45545.87 3348.30 0.05 [43]

32B2 (I) ag 45644.14 3446.57 0.02 [43]

2132 45662.69 3465.12 0.01 [35]

2241 45687 3489.43 5.0 [43]

2261 45702.85 3505.28 0.05 [43]

324161 45736.07 3538.50 0.24 [43]

32B2 (III) ag 45766.67 3569.10 0.02 [43]

4151 45804 3606.43 10.0 [43]

21B3 (I) au 45810.66 3613.09 0.02 [88]

21B3 (II) bu 45810.86 3613.29 0.04 [88]

5161 45814 3616.43 5.0 [43]

1141 45825.88 3628.31 0.05 [88]

1161 45834.26 3636.69 0.03 [88]

B5 (I) bu 45890.08 3692.51 0.02 [88]

21B3 (III) au 45902.93 3705.36 0.01 [88]

21B3 (IV) bu 45906.07 3708.50 0.02 [88]

B5 (II) au 45919.28 3721.71 0.05 [88]

3361 45937.76 3740.19 0.01 [46], [88]

2231 45995.65 3798.08 0.01 [40]

B5 (III) bu 46007.58 3810.01 1.0 [88]

3341 46016.36 3818.79 0.03 [46], [88]

B5 (IV) au 46022.34 3824.77 0.01 [88]

2131B2 (I) ag 46058.69 3861.12 0.01 [43]

31B4 (I) ag 46075.38 3877.81 0.02 [43]
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Table 5.9 – continued

State T0 T0 − T00 σ Ref.

3151 46091.75 3894.18 0.03 [39], [88]

1131 46114.65 3917.08 0.02 [40]

21314161 46116 3918.43 7.0 [43]

2131B2 (III) ag 46129.50 3931.93 0.06 [43]

31B4 (II) bg 46153.3 3955.73 0.1 [43]

B5 (V) bu 46190.69 3993.12 0.01 [41], [88]

B5 (VI) au 46191.01 3993.44 0.01 [41], [88]

31B4 (III) ag 46209.7 4012.13 0.02 [43]

34 46270.52 4072.95 0.02 [36]

32B3 (I) bu 46287.045 4089.475 0.02 [88]

23 46290.94 4093.37 0.05 [42]

31B4 (IV) bg 46343 4145.43 7.0 [43]

31B4 (V) ag 46347 4149.43 7.0 [43]

213261 46359.31 4161.74 1.0 [88]

213241 46386.95 4189.38 0.04 [88]

32B3 (II) au 46397.83 4200.26 0.04 [88]

22B2 (I) ag 46412 4214.43 5.0 [42], [43]

2151 46440.89 4243.32 0.02 [88]

224161 46453 4255.43 10.0 [42], [43]

1121 46460.58 4263.01 0.01 [42], [43]

22B2 (III) ag 46467.84 4270.27 0.01 [42], [43]

32B3 (III) bu 46510.97 4313.40 0.03 [88]

32B3 (IV) au 46531.11 4333.54 0.03 [88]
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Table 5.9 – continued

State T0 T0 − T00 σ Ref.

All quantities are given in cm−1. Vibrational states in bending polyads are labelled

with Bn notation, where n = v4+v6, when Darling-Dennison resonance has mixed the

zero-order states. Roman numerals indicate ascending energy order within a polyad,

regardless of vibrational symmetry, which is also listed. The σ values tabulated here

reflect r.m.s. error in rotational fits or measurement uncertainty. We have estimated

uncertainties when such values are unavailable or unreliable, and also when the term

value given here has been calculated based on other data. It should be mentioned

that J=K=0 data exists for additional levels above 4300 cm−1, both unpublished and

in the literature, for example in Ref. [37].
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Chapter 6

Spectroscopic Characterization of

Transition States

Abstract

We demonstrate a method for extracting saddle point energies from a novel pattern
found in frequency domain spectra of isomerizing systems. This new pattern, a dip
in the vibrational level spacings, is explained based on analysis using the concept of
effective frequency, ωeff . Crucially, the desired information is encoded in a subset
of special barrier-proximal vibrational states. The method is applied to cis-trans
isomerization in the S1 state of C2H2, and the results are in good agreement with
previous ab initio calculations. We show that it is possible to distinguish between
modes that actively involved in the isomerization process and those which are passive
bystanders. Extensions of the method to differentiate between isomerization pathways
and obtain additional information about the saddle point are also discussed.

The work described in this chapter was performed with P. B. Changala, and also

owes much to collaborations with Profs. A. J. Merer and J. F. Stanton. In particular,

P. B. Changala developed the semiclassical frequency toolkit that led to the empirical

ωeff fitting formula and its interpretation. [97]

6.1 Introduction

The central concept of the transition state in kinetics is familiar and intuitive to

every student of chemistry. Since its inception by Arrhenius [98] and later develop-
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ment into a full theory by Eyring, Polanyi, and Evans [99–101], the idea that the

rate depends primarily on the highest point along the lowest energy path from reac-

tants to products has persisted essentially unchanged. This is due at least in part to

the paucity of experimental observations of activated complexes, as compared with

stable molecules. A few notable exceptions are state-resolved kinetics measurements

[102], and “transition state spectroscopy”, which includes ultrafast and negative ion

photoelectron spectroscopies [103]. Even these techniques, however, cannot provide

the detailed characterization attainable by high resolution frequency domain spec-

troscopy. In order to extend frequency domain spectroscopy to chemically relevant

regions of the potential surface, it is necessary to discover new paradigms to supersede

the traditional models used for low energy spectra, which are no longer adequate. Our

purpose here is to report the observation of a novel vibrational pattern, a dip in the

trend of quantum level spacings, which occurs at the energy of the saddle point. This

phenomenon is expected to be quite general, leading to a new, high quality method

for revealing the characteristics of transition states. Experimental evidence for this

concept is drawn from our study of a prototypical system, cis-trans isomerization in

the first electronically excited singlet state of acetylene.

6.2 Effective Frequency and the Isomerization Dip

We must first define effective frequency, ωeff , the central quantity in our proposed

model for the spectra of isomerizing systems. In a one-dimensional system, the ef-

fective frequency is the derivative of the energy with respect to the quantum number

n

ωeff(n) =
∂E

∂n
=

∆E

∆n
(6.1)

where ωeff is evaluated discretely for the case of a quantized system. Unlike more

familiar frequencies (harmonic ω, or fundamental ν) found as molecular constants,

ωeff is a dynamic quantity that can change with increasing excitation. As such, it is

a very useful diagnostic of the qualitative behavior of the system.
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Consider the series of cases illustrated in Fig. 6-1. For the harmonic oscillator,

ωeff =
∂

∂n
[ω(n+

1

2
)] = ω, (6.2)

and
∂ωeff

∂n
= 0, (6.3)

indicating that the dynamics of the system never change as a function of energy.

For a Morse oscillator, where the potential is V (r) = D[1− er]2,

ωeff =
∂

∂n
[ω(n+

1

2
) + x(n+

1

2
)2] = ω + x+ 2nx, (6.4)

and
∂ωeff

∂n
= 2x. (6.5)

This linear change of ωeff with n (always a decrease for the Morse oscillator),

reflects the outward migration of the Morse wavefunctions towards the softer outer

turning point, compared to the harmonic oscillator. This trend terminates at the

dissociation limit, which illustrates the profoundly different dynamics available to the

Morse and harmonic oscillators.

Analytic expressions for ωeff and
∂ωeff

∂n
cannot be derived for the other cases in

Fig. 6-1, but they illustrate the most important feature even more clearly: the effective

frequency goes to zero whenever the energy of a stationary point on the potential is

reached. This can be understood simply by imagining releasing a ball to roll on a

double minimum potential surface, but changing the initial height of release. At most

heights, as with a harmonic oscillator, the ball will roll down and subsequently return

to the initial release point at a certain frequency. But, when the ball is released at

exactly the height of a local maximum, the ball will reach that stationary point with

zero kinetic energy and stop. Because the ball never returns, the period is infinite

and the frequency therefore is zero.1 We can immediately see that this applies to

1As illustrated in Fig. 6-1, the quantum level spacings follow the classical ωeff curve closely,
except for slight deviations near the stationary point. See Refs. [104, 105], and also the discussion
about K-staggerings below.
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Figure 6-1: Effective frequency plots (bottom row) for a series of model potentials
(top row). From left: a) harmonic oscillator, b) Morse oscillator, c) symmetric double
minimum potential, and d) asymmetric double minimum potential. In the top panels,
the quantum energy levels are marked with dashed lines. In the bottom row, the
classical ωeff is shown as a solid line, with the quantum level spacings plotted vs. E as
open circles. In (c), the upper and lower series of circles correspond to the vibrational
level spacings and tunneling splittings, respectively. In (d), the ωeff curve and energy
levels for the second minimum are shown in red, and the quantum level spacings are
overlaid on the ωeff curve as triangles and squares.
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the Morse oscillator as well - ωeff reaches zero at the dissociation limit, which is a

horizontal asymptote. In fact, the simple physical insight behind this phenomenon

suggests that it should be quite general, e.g. zeros or abrupt changes in ωeff signal

important changes in the dynamics of the system. For our purposes it suffices that

this behavior provides a marker of the chemically relevant transition state energy, as

we demonstrate with experimental data in the next section.

It remains to discuss how best to extract the desired saddle point energy from

spectroscopically measured quantities. From the spectrum we measure the term en-

ergies of a series of quantized vibrational levels, and take the average E and difference

ωeff of adjacent level energies to obtain a set of (E, ωeff) data points.2 A plot of this

data reveals directly any trend in ωeff , either constant, linear, or nonlinear. If a sta-

tionary point is present within the data range of E, the plot will dip to a minimum

as the energy of the stationary point is approached, but in a bound system there will

never be a point with ωeff = 0. There may be a low density of points due to the

quantized nature of the system, and if so the energy of the saddle point may only be

approximately determined from a plot of the experimental (E, ωeff) data.

In order to address this sampling rate issue, we propose the following semi-

empirical formula for ωeff as a function of E:

ωeff(E) = ω0

(
1− E

ETS

)1/m

(6.6)

where ω0 is an effective zero-energy frequency for the progression being analyzed, ETS

is the energy of the transition state, and m is an empirical barrier shape parameter.

For the simplest possible example, a Morse oscillator, m = 2 analytically [104], ETS =

D, the dissociation energy, and ω0 = ω + x, the fundamental frequency. Eq. 6.6 can

be regarded as a generalization of the Morse formula by simply allowing m to take

values other than 2. The formula also exhibits the required physical behavior of a

limiting frequency ω0 at low energy and ωeff = 0 at E = ETS.

2A word about ωeff vs. E as opposed to vs. n: using n simplifies derivations, but E is more
practical for actual use.
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Figure 6-2: Effective frequency curves and the corresponding inverted potentials as a
function of the shape parameter m. [97]
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The dependence of the m parameter on potential shape is illustrated in Fig. 6-2

[97]. One limit is m = 2, the Morse oscillator, where the local maximum is approached

infinitesimally with x. The other limit is an abrupt discontinuity in the potential at

the local maximum, so that ωeff instantly drops to zero, and in such a case m =∞.

A final important point is that the physical arguments presented here regarding

the behavior of ωeff vs. E (and therefore Eq. 6.6) pertain only up to E = ETS. Above

that energy ωeff can either remain at zero for an unbound system (as with the Morse

oscillator), or rise again (in a bound system). The above-barrier behavior of ωeff

depends on the outer walls of the potential, and is not predicted by Eq. 6.6. As

pointed out to us by Prof. N. Moiseyev, the mth root form of Eq. 6.6 suggests the

presence of a “branch point” at ETS, which separates the above-barrier and below-

barrier eigenspectra into two distinct sets [106].

6.2.1 Background

The spectroscopic importance of effective frequency has been recognized for a

long time. Birge and Sponer first applied it to estimating the dissociation energies of

diatomic molecules [107], using the relation D0 =
∫ nD

n=0
ωeffdn to create the well-known

Birge-Sponer plot of ∆Gn vs. n. This idea was subsequently refined by LeRoy and

Bernstein to take into account the required long-range shape of the potential near the

outer turning point, which gave very accurate D0 values by dealing effectively with

non-linearities in ωeff at high n [108].

Another class of spectroscopic problems where ωeff has been employed is quasi-

linear molecules. Dixon [109] performed a numerical calculation for a cylindrically

symmetric potential comprised of a harmonic oscillator with a Gaussian bump in

the center. The solutions to such a Hamiltonian can be assigned vibrational (v) and

rotational (K) quantum numbers, despite the fact that the molecule begins bent and

eventually straightens (hence “quasilinear”).3 When the eigenvalues were arranged

3Due to the cylindrical symmetry of the system, the K rotational quantum number of the bent
molecule can also be thought of as `, the vibrational angular momentum of the linear molecule. Here
we follow the notation used by Dixon for consistency with the literature.
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in a Birge-Sponer type plot
(
∆G(v,K) vs. 1

2
{G(v,K) +G(v + 1, K)}

)
, each K series

exhibited a distinct dip at the height of the central local maximum in the potential.

Interestingly, the depth of the “Dixon dip” decreases with increasing K, because an-

gular momentum forces the wavefunctions to avoid the center of the potential where

the maximum is located.

An example even more closely related to the subject at hand is that of bond-

breaking internal rotation in HCP [110]. A beautiful paper on quantum and semi-

classical analysis of highly excited states of HCP by Jacobson and Child [111] mentions

a dip in ωeff as the signature of an approach to a saddle point. Since the HCP↔HPC

potential energy surface exhibits some very unusual features, and cannot strictly be

termed an isomerization [110], the observed ωeff trend was categorized as a peculiar

example of a “Dixon dip”, rather than recognized as the more universal phenomenon

proposed here for isomerizing systems.

More generally, the behavior of systems as they encounter stationary points has

been investigated from other perspectives as well. The topics of quantum monodromy

[112] and excited state quantum phase transitions [113] have been studied in molecular

systems, with a focus on the topology of the potential or phase change properties of the

system Hamiltonian. The concept of a “branch point” from non-Hermitian quantum

mechanics, mentioned above, is also related. Similar dip patterns have been observed

in model Hamiltonian calculations of acetylene-vinylidene isomerization [114], where

they are understood in terms of a classical separatrix in phase space.

6.3 The Example of S1 C2H2

Our test case for the experimental demonstration of the isomerization dip is that of

the cis-trans isomerization in the first electronically excited singlet state of acetylene.

Since extensive background on this system has already been given earlier in this thesis,

only the salient points will be summarized here. The S1 state supports cis and trans

conformers, with the cis conformer lying approximately 2675 cm−1 above the trans .

The lowest transition state is planar and almost exactly half-linear [26]. The bare
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saddle point energy is calculated to be around 5000 cm−1 above the trans minimum,

but with an uncertainty of hundreds of cm−1, even for the most accurate calculations

to date [10]. It is worth mentioning that a torsional isomerization path might be

assumed on the basis of cis-trans isomerizations in other molecules, although this

does not appear to be the case here.

The height of the barrier compared to the fundamental frequencies leads us to

expect at least some “normal” vibrational structure, even in the shallower cis well.

Thus far, several cis vibrational levels have been identified, in reasonable agreement

with the predictions of ab initio vibrational perturbation theory calculations [11,

53, 88]. In the trans well, over 100 vibrational levels below the barrier have been

observed and assigned [53]. Of the six trans conformer normal vibrational modes,

four are fairly well-behaved: the Franck-Condon active vibrations ν2, the CC stretch,

and ν3, the trans bend, [35], and the CH stretching modes ν1 and ν5 [39, 42]. On the

other hand, a large portion of the trans vibrational manifold can only be understood

within the framework of bending polyads Bn=v4+v6 [41], due to the Darling-Dennison

and Coriolis interactions between the low frequency ungerade bending modes ν4 and

ν6. These effects are surprisingly large, perhaps due to their origin as a vibrational

angular momentum in the ν5 vibration of the linear form of acetylene, and lead

to very complicated rovibrational structures, either in isolated polyads or especially

when overlapping polyads interact with one another [42, 43, 88].

Despite the success of the polyad model in reproducing the level structures asso-

ciated with the bending vibrations, there are disturbing exceptions. As illustrated

elegantly in Fig. 13 of Ref. [43], the series of 3nB2 polyads exhibits a curious trend,

with the energy of the lowest member of the polyad decreasing rapidly relative to the

energies of the other polyad members. (Similar data is presented in Fig. 3-4.) This

unexpected behavior is associated with an increase in the Darling-Dennison constant

K4466 and an unusually large anharmonicity between ν3 and ν6, among other anoma-

lies [43]. The breakdown of the polyad model forces each polyad to be modeled on

an ad hoc basis, and more fundamentally calls into question our representation of the

vibrational dynamics of S1 trans acetylene.
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Similar issues confound any attempt to model the trans vibrational manifold glob-

ally. Our initial efforts along these lines were mentioned briefly in Ch. 5. There it

was possible to use a conventional Heff to fit the trans J=K=0 term values globally

up to 3000 cm−1, with residuals of a few cm−1, which sufficed for the determination

of the anharmonic constants. As above, the limiting factor in fitting the energy lev-

els was the 3nB2 polyads, since once the 3262 level falls by an extra 100 cm−1 and

crosses below the 2132 level, the model is unable to cope. It is worth noting that the

number of levels included in the successful fit to the low energy vibrational manifold

just barely exceeded the number of parameters in the model, which consisted of the

harmonic frequencies ωi, the anharmonicities xij, and the Darling-Dennison constant

K4466. Furthermore, attempts to supplement the model in more traditional ways,

e.g. by adding Fermi, Darling-Dennison and/or even higher-order resonances between

ν3 and ν6, were ultimately unsuccessful.

6.3.1 Guiding Fit Models using ωeff

The concept of ωeff can be applied directly to the problems encountered modeling

the trans vibrational level structure. Examining Fig. 3-4, we can see that both

∂ωeff

∂v3

6= 0 and
∂ωeff

∂v6

6= 0 (6.7)

must be true. Using a Dunham-style expansion for the vibrational term values

E({vi}) =
3N−6∑

i

ωi(vi + 1/2) +

j∑
i

3N−6∑
j

xij(vi + 1/2)(vj + 1/2)

+

j∑
i

k∑
j

3N−6∑
k

yijk(vi + 1/2)(vj + 1/2)(vk + 1/2) (6.8)

+

j∑
i

k∑
j

l∑
k

3N−6∑
l

zijkl(vi + 1/2)(vj + 1/2)(vk + 1/2)(vl + 1/2)

and taking second derivatives with respect to v3 and v6, we find that the lowest order

terms that satisfy the dual requirements of Eq. 6.7 are those with the parameters
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z3366 or the pair {y366, y336}.

Adding a z3366 parameter to the {ωi, xij, K4466} model immediately allows the

J=K=0 level structure to be fit up to the limit of the current assignments, as listed

in Ref. [53]. The inclusion of y346 also substantially reduces the residuals, but is not

essential. (As explained in Ref. [53], the importance of the y346 term can be under-

stood by considering the Coriolis contribution to x46 that depends on the A rotational

constant, which in turn increases rapidly with v3, because of the straightening nature

of that vibration.) Specifically, z3366 = −1.05 and y346 = 4.45 cm−1, and the residuals

are 10 cm−1 or less in a fit to the 90 levels up to 4400 cm−1. Typically, the levels

with the largest residuals are those not observed directly experimentally, and their

predicted J=K=0 term values from rotational fits are consequently de-weighted in

the input to the vibrational fit. The addition of the z3366 and y346 parameters does not

lead to any significant changes in the other model parameters, except that x46 = 7.93

instead of 11.39 cm−1, because of the presence of y346. We should also note here

that no other parameters, such as Fermi resonances, are included in the model, even

though some are known to be significant [42, 43, 88].

The striking success of the supplemental z3366 is encouraging for a few additional

reasons. First, it unifies the entire trans vibrational manifold in one compact model

for the first time in decades of study. Second, it is particularly parametrically parsi-

monious - the addition of a single parameter more than triples the number of levels

that can be fit satisfactorily, in contrast to the low number of degrees of freedom in

the fit to the conventional model at low energies. Third, the important K4466 param-

eter remains at its nominal value (as determined by fits to low energy pure bending

polyads [41], and in good agreement with ab initio calculations [53]), despite the ob-

served increase when rotationally fitting the series of 3nB2 polyads individually [43].

Finally, the success of the z3366 Heff suggests that ωeff is a good guide to furthering

our understanding of this system - which is good news, because the z3366 model suffers

from fatal flaws.

As with its conventional Heff predecessor, the z3366 model is incapable of repro-

ducing the level structure up to the saddle point energy. We find this to be true
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empirically, as will be described momentarily, but as discussed cogently in Ref. [111],

polynomial Heff models are intrinsically problematic. The higher order terms are

unstable, both for fitting and extrapolation purposes. This argues strongly against

simply adding additional, similarly motivated parameters, despite the success of the

z3366 term. In our case, the addition of z3366 moves the goalposts slightly more than

half the energy distance to the expected transition state energy. Once again, the

primary failure is that the energies of the anomalous 3n62 levels are not predicted

accurately, even though many other isoenergetic levels fit satisfactorily. A secondary

problem arises because of a new type of rotational perturbation that appears at the

onset of isomerization. These K-staggerings, distortions of the rotational structure

similar to tunneling splittings, are discussed in Ch. 2.6 and in Ref. [48]. As far as the

J=K=0 fitting is concerned, the K-staggerings introduce apparently random shifts

into the state energies, which become extremely problematic when they become large

enough to reorder vibrational levels, for example. In principle it is possible to deper-

turb the experimentally observed J=K=0 values, but this requires the observation

of more K values.

6.3.2 Considering a Subset of Barrier-Proximal States

At this juncture we refocus our attention on the troublesome series of 3n62 levels.

Aside from their prominence as the weakest links in the attempts at Heff modeling,

in the following we present several reasons why they deserve special consideration.

6.3.2.1 Energetic Considerations

As mentioned earlier, the 3n62 levels do not fit well in normal or even extended Heff

models, deviating increasingly from their predicted positions along the series. This

fact alone suggests that they belong to a special class of levels that may be identified

with unusual behavior. The idea of local mode behavior is closely related, wherein

certain states in polyads with a distinctive energy level pattern exhibit qualitatively

new dynamics. Two well-known examples are stretching overtones in water [115],
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where quanta in the symmetric and asymmetric stretching normal modes combine to

form states with local bond stretching (and eventually breaking) character, and the

pure bending polyads in S0 acetylene, where the bending normal modes evolve into

“local benders” en route to isomerization to vinylidene [6, 7]. In those examples, as

in our case, the states at the bottom of the polyads fall lower in energy, and become

isolated. Here, however, our special class of states represents a fundamentally different

phenomenon. The bifurcation in trans S1 C2H2 is not a result of the polyad-forming

interaction, but rather caused by a separate effect, which might even be termed

“polyad-breaking”. The unequivocal evidence for this distinction is that we observe

the emergence of the special states not as a function of the polyad quantum number,

and also because of the apparent change in the size of the K4466 matrix element from

polyad to polyad in the rotational fits.

6.3.2.2 Wavefunctions

A second clue that the 3n62 levels are special can be found by inspecting their

wavefunctions. In Fig. 6-3, ab initio wavefunctions from the calculations of Ref. [10]

are shown for an array of {v3, v6} states. Most of the functions have the expected

appearance of two-dimensional harmonic oscillator wavefunctions, with only mild per-

turbations. Levels with increasing quanta in both ν3 and ν6, and especially the 3n62

series shown in the bottom row, however, are delocalized across the trans and cis min-

ima on the potential surface (Fig. 3-1). This begs the question: what is the connection,

if any, between the anomalous energy pattern of the 3n62 levels and their delocalized

wavefunctions? The answer, of course, is that the 3n62 states are participants in an

isomerization dip; they are barrier-proximal, meaning that their wavefunctions have

considerable amplitude directed toward the transition state, and that their energies

feel the effect of the strongly anharmonic minimum energy isomerization path.

An important point to emphasize is that there is clear precedent for variation in

the strength of the dip between different progressions of states. In Dixon’s original

paper [109], as mentioned above, series of levels with K or ` = 0 dipped most strongly,

because the states with K > 0 avoid the potential maximum at linearity. Just as
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Figure 6-3: An array of trans wavefunctions from the calculations in Ref. [10], plot-
ted in the usual two-dimensional 6 CCH plane. The ground state is shown in the
upper left, with v3 increasing to the right, and v6 increasing in each row. Note the
delocalization and nodal pattern distortion that correlates with combined {v3, v6}
excitation.
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the K = 0 states in the quasilinear case are singularly effective at accessing the

stationary point on the PES because of the angular momentum, so too in our case

the set of barrier proximal 3n62 levels are the most effective at reaching toward the

isomerization transition state. (See Fig. 6-5 below.) In both cases this access to

the stationary point is reflected by the sharpest dip as a function of energy for that

specific set of levels. We will return to this important topic in the context of the

general multidimensional asymmetric double minimum situation.

6.3.3 Determination of the Barrier Height

In this section we show how the isomerization dip idea, and in particular Eq. 6.6,

can be applied to the special barrier proximal energy levels discussed in the previous

section. Fig. 6-4 shows plots of ωeff
3 and ωeff

6 for the 3n62 series, where Eq. 6.6 can be

seen to fit the observed data very well. It is interesting to note that a plot of ωeff for

a one dimensional ab initio minimum energy isomerization path potential, similar to

Fig. 6-1d, would lie about halfway in between the two experimental ωeff trends; this is

because such an ab initio calculation uses (approximately) a local bending coordinate,

and the two normal modes of the molecule (arising from the combinations of two

equivalent local bends) will have higher (ν3, symmetric) and lower (ν6, antisymmetric)

frequencies. The inputs to and results of the fits are displayed in Tables 6.1 and 6.2

below.

The fitted parameters are very reasonable, and confirm the expectations laid out

in the earlier discussion of ωeff . The ω0 values are in line with the experimentally

known ω3, ω6 and x33, x36. An m of 2 is obtained for the normal 3n series, and for

the other progressions m falls in a 6− 15 range that seems sensible based on Fig. 6-2.

The 3n62 levels are seen to feel the effects of the barrier most strongly, whereas the

3n levels in particular do not seem to be aware of it at all, because a combination of

q3 and q6 are required to access the transition state geometry. It is worth mentioning

here that ωeff
3 and ωeff

6 can be obtained as a function of v6 as well, which in a sense

involves traversing the array of term values in Table 6.2 horizontally rather than

vertically. The same {ωeff ,E} data are obtained, but in different sets, and we will
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Figure 6-4: Experimental ωeff for the 3n62 levels, shown with fits to Eq. 6.6. ωeff
3 is

obtained directly from the progression of 3n62 levels, and ωeff
6 is derived from the 3n62

and 3n61 levels at a given n3.
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return to this point later on.

Table 6.1: ωeff Fits to 3n6m Levels

Fit ω0 ETS m RMS
ωeff

3 : 3n 1058 ± 21 2e4 ± 2e5 2.3 ± 19 3.4
ωeff

3 : 3n61 1039 ± 13 4845 ± 591 14.3 ± 6 0.65
ωeff

3 : 3n62 1030 ± 30 4692 ± 33 11.5 ± 3 1.5
ωeff

6 : 3n61 777.6 ± 2 5074 ± 83 6.3 ± 0.3 0.48
ωeff

6 : 3n62 796.6 ± 4 4846 ± 4 6.3 ± 0.2 0.90

All parameters in cm−1, except m, which is dimensionless. Uncertainties are 2σ. The ωeff
6 data

sets are constructed by taking the average and difference of the energies of the 3n6m series listed
and the 3n6m−1 levels.

One particularly exciting outcome of the excellent fits using Eq. 6.6 is the ability

to obtain values for ETS. The numbers listed in Table 6.1 for the ωeff
3 : 3n62 and ωeff

6

: 3n62 fits are consistent with the ab initio saddle point energy obtained in Ref. [10]

of 4979 cm−1, which has an associated uncertainty of several hundred cm−1. Based

on the comparison of the ab initio calculation of the cis origin at this same level

of theory (EOM-CCSDT/ANO1, [10]) to the current experimental value and more

accurate ab initio calculations [53], one might expect that the 4979 cm−1 value is

around 150− 200 cm−1 too high, but this is speculative.

In any case, the agreement with theory and the small uncertainties associated

with the fitted ETS values are very encouraging. It is especially promising that this

analysis stems entirely from a small subset of the vibrational levels; in other words,

it is not necessary to deal with the entire vibrational manifold. Special states exist

and encode chemically important information, but we must be able to recognize the

patterns with which they communicate it.

6.4 Extensions

Several possibilities suggest themselves when the ωeff analysis outlined above is

extended to additional vibrational progressions. The first, shown in Fig. 6-6, is that

of differentiating between isomerization pathways. We have seen already that certain
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Figure 6-5: Experimental ωeff for the 3n62 levels as compared to ωeff
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gressions with varying quanta of ν6, shown with fits to Eq. 6.6. As mentioned earlier,
the 3n62 series has the sharpest dip, in close analogy to the K = ` = 0 series in the
Dixon dip [109].
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Table 6.2: Term Values Used in ωeff Fits

H
H

H
H

HHv3

v6 0 1 2

0 0 768.26c 1531.02g

1 1047.55a 1785.53d 2511.39h

2 2077.71a 2778.76d 3456.38h

3 3088.14a 3739.98e 4339f

4 4072.95a 4643.11f 4993.78f

5 5042.78b

All energies in cm−1. T0 and J=K=0 values used where available. See discussion in Ref. [10].
aFrom Refs. [35, 36]
bFrom Ref. [36], but with a K-staggering of +6.31 factored out. See Ch. 7.
cFrom Ref. [38]
dFrom Ref. [46].
eFrom Ref. [53].
fSee Ch. 7. The term value for 3461 is based on unpublished IR-UV spectra, with a very large

K-staggering of +28 cm−1. The term value for 3362 is based on a K = 1 level at 46547 cm−1.
The term value for 3462 combines misassigned data from Ref. [36] with unpublished H atom action
spectra, and a K-staggering of −6.89 cm−1 is factored out.

gFrom Ref. [41].
hFrom Ref. [43].

progressions show no sign of an isomerization dip, such as the 3n. Here we see

that surprisingly, the 3n42 levels exhibit the same ωeff
3 as the 3n, from which we

conclude that the torsional cis-trans pathway is inactive at these energies. This is

consistent with the harmonic behavior in ν4 noted in Ref. [41], but it is nevertheless

interesting that, unlike in other molecules, torsion does not play a role in this cis-

trans isomerization. Furthermore, the very strong Darling-Dennison and Coriolis

interactions between ν4 and ν6, as well as the inevitable interaction between ν4 and

ν3 as the molecule straightens and the torsion vanishes, would have led us to predict

some kind of nonlinear behavior of the ωeff
3 from the 3n42 levels. The absence of

any such effects implies that the torsion is a “spectator mode”, uninvolved in and

unaffected by the isomerization occurring in ν3 and ν6.

The clear distinction between spectator modes and isomerizing modes has impli-

cations for extracting other properties of the saddle point from ωeff analysis. Consider

a separable system that consists of an asymmetric double minimum in x, and a har-
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Figure 6-6: ωeff plots for the 3n, 3n42, and 3n62 progressions. The 3n42 series follows
the normal behavior of the 3n levels, despite the isomerization dip observed in the
3n62 levels. This shows that the torsional mode ν4 is not involved in the isomerization
process at these energies.
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monic oscillator in y: V (x, y) = V (x) + ky2/2. Since the Hamiltonian is separable,

E = E(x) + E(y), and therefore ωeff
x does not depend on y, similar to how ωeff

3 does

not depend on v4 in trans S1 C2H2. This means that the ωy of the transition state

is equal to that of the stable species. We can then imagine a case where
∂2V (x, y)

∂y2

changes with x. In such a case it should be possible to extract a value for ωy of the

transition state from the spacing of the ωeff
x curves, or by plotting ωeff

y directly. This

would require data from levels above the saddle point energy. In a real system there

could also be reaction path curvature, such that the normal modes of the minima are

not the same as those of the saddle point. Nevertheless, the preceding discussion and

examples seem to indicate that modes with a projection along the reaction coordinate

will have an ωeff that dips, while those spectator modes unrelated to the isomerization

will not, and that it should be possible to obtain information about the curvature of

the potential at the saddle point. These transition state frequencies and the saddle

point energy are critical inputs to the expression for the rate constant in transition

state theory [99].

6.5 Future Work

Directions for future work in developing the isomerization dip concept and the

ωeff analysis involve primarily collecting additional experimental data in our model

system, but also attempting to refine and generalize the tools introduced above. It

would be best to be able to utilize more of the extant data (other J,K term values),

and to perform simultaneous fits of multiple vibrational level progressions. Treating

an expanded data set should also refine our understanding of the ETS parameters

associated with individual progressions. These values may be affected by averaging

over the vibrational wavefunctions of the states involved and/or the path they take

to the saddle point. It also seems clear that ωeff is in principle a tensorial quantity,

and should be amenable to N -dimensional analysis. Plotting finite differences in all

dimensions of the N -D array of vibrational state energies vs. {vi} gives a hypersur-

face, the structure of which is an ordered grid for a harmonic or Morse oscillator,
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analogous to a linear plot in 1D. This structure distorts and “dips” in the dimen-

sions corresponding to isomerizing modes. However, it is not clear how to define E

in multiple dimensions.

Perhaps the most promising prospect is the application of this methodology to

other molecules. It is not too much of an exaggeration to say that little spectroscopy

has been done at chemically relevant energies because it was unclear what could be

learned, although there are other compelling reasons as well. Our hope is that the

concepts and example given here will not only serve as a paradigm for understand-

ing isomerizing systems, but also provide motivation for attacking other chemical

problems with spectroscopic tools.

In terms of S1 C2H2 experimental data, additional assignments near and above

the transition state energy are needed. Furthermore, observations of higher K values

are necessary to deperturb the rotational structures and vibrational term values from

K-staggerings. Ongoing efforts in these directions are discussed in the next chapter.
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Chapter 7

Ongoing Work

Abstract

In this chapter we describe ongoing experiments that probe the region of the tran-
sition state energy for the cis-trans isomerization in the S1 state of C2H2. Alternative
classes of excitation schemes and detection methods are employed to counteract the
problems of K-staggering perturbations and predissociation. Many new subbands
and polyads have been observed, although their analysis is still in progress. A few
important new findings are summarized briefly.

The work described in this chapter was performed with P. B. Changala, includ-

ing contributions from J. R. P. Berk, and also owes much to collaborations with

Profs. A. J. Merer and J. F. Stanton. We are grateful to B. M. Broderick and

Prof. A. G. Suits for their help and advice in setting up the REMPI experiments.

7.1 Introduction

The region of the cis-trans isomerization transition state in S1 acetylene is a dif-

ficult one for spectroscopic study. (This region corresponds to the energy range that

begins approximately one vibrational quantum below the expected saddle point en-

ergy, i.e. around 46400 cm−1.) The state density is rapidly increasing and the rovibra-

tional structures become complicated, but these challenges to standard, pattern-based

spectroscopic assignment are expected. Another serious and fundamental problem,

which in practice precedes that of spectral complexity, is that of detection. More
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and more of the vibrational states become increasingly Franck-Condon forbidden be-

cause of growing numbers of quanta in the dark modes ν1,4,5,6, and therefore have

low excitation probabilities. In addition, predissociation also reduces the detection

efficiency. Above the dissociation limit to X̃ C2H+H, located at 46074 cm−1 [83], the

fluorescence quantum yield drops sharply [116–121], making it difficult to use the LIF

detection technique that is so effective at lower energies. Once these dual obstacles

are overcome (at least partially), as described below, we find a proliferation of the

K-staggering perturbations discovered at lower energies, which threatens to derail the

normal rotation-vibration classification scheme for energy levels. These K-staggerings

reflect the full onset of the cis-trans isomerization process and the emergence new

dynamics above the barrier, the details of which are not yet understood.

7.2 Experiments

The following experiments have been performed to study states in the region

46400-47250 cm−1:

1. One-photon LIF from v = 0 and ν ′′4 , searching for transitions from 45900-47500

cm−1

2. IR-UV LIF via ν ′′3 , accessing states with total term energies from 46500-46900

cm−1

3. H atom action and C2H2 1 + 1 REMPI, searching for transitions from 46250-

47250 cm−1 region

4. IR-UV double resonance using IR hot bands and a hyperthermal nozzle (proof

of principle by P. B. Changala [97]).

7.2.1 One photon LIF from v = 0 and ν′′
4 (45900-47500 cm−1)

In the first of these experiments we used the LIF system described in Ref. [88].

This spectrometer was originally optimized for the detection of states with low fluores-
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cence quantum yield. Great care was taken to eliminate scattered light, because the

fluorescence lifetime was generally sufficiently short to necessitate gating with a time

window that included the laser pulse. Despite this abandonment of the conventional

“background-free” advantage of LIF detection, a significant sensitivity improvement

was achieved over previous efforts (Fig. 7-1). Many previously unobserved subbands

were found, but secure vibrational assignments cannot yet be made in all cases, pri-

marily because of the lack of K = 0, 2 data. The new, securely assigned gerade

levels and polyads include 1132, 11B2, 21B4, and 3362, and it seems very likely that

the vast majority of the other expected states in this energy region have also been

seen (B6, 3151B1, 2132B2, 2151B1, 51B3, 32B4, and 3462). The assignments and ener-

gies of the 33−462 levels provide particularly important data for the isomerization

dip concept discussed in the previous chapter. In several cases, dark perturbers of

previously known levels (for example, 35 and 3462) are directly observed for the first

time. A few subbands in this region appear to be candidates for cis well levels, but

even tentative assignments would be premature.

7.2.2 IR-UV LIF via ν′′
3 (46500-46900 cm−1)

The second set of experiments extends the IR-UV LIF spectra, recorded via ν ′′3

and reported in Ref. [88], to higher energy. Of the polyads expected in this region, we

have securely assigned 51B2, 32B3, 1131B1, and 3461. Parts of 31B5 are also observed,

but the 2231B1 and 2131B3 polyads are not seen at all. Several surprisingly strong

subbands near 46650 cm−1 are assigned to cis 42, 63, and 3162, based on the calcula-

tions of Refs. [10, 53, 97]. It appears from the cis level positions that cis y666 may

be large, perhaps analogously to trans z3366, as discussed in Ch. 6, but there are not

enough cis levels observed yet to be sure. The x45, x56 parameters were determined

from the 51B2 term values and are reported in Table 5.6. Perhaps the most important

revelation is the enormous +28 cm−1 K-staggering in the 3461 level. This discovery

prompted us to examine many other states in this energy region for staggerings, which

will be discussed later.
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Figure 7-1: Comparison of new C2H2 LIF spectra (lower trace, black) with previous
spectra (upper trace, red) in the region of the 2133 vibrational state. This repre-
sents an increase in signal to background ratio by a factor of at least 10 for severely
predissociated states and decreased linewidth by a factor of 3.
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7.2.3 H atom action and C2H2 1 + 1 REMPI

The obvious course of action when confronted with low fluorescence quantum

yield is to resort to an alternative detection technique. We chose to pursue the option

of detecting the H atom fragments produced by dissociated states. This technique

has been used by many groups to study C2H2 dissociation, although there are only

previous two reports of Ã-X̃ action spectra [118, 119]. Our implementation here uses

the same 2 + 1 H atom REMPI process, but our spectral resolution is considerably

higher (roughly ∼ 2−5×, see Fig. 7-3), both because of the linewidth of our photolysis

laser and because we use a skimmed molecular beam. The details of the experimental

setup were given in Ch. 1. As noted there, we could simultaneously record H atom

action and 1 + 1 REMPI spectra of C2H2 in this configuration. The H atom action

spectrometer is not yet a fully developed tool in our group, and it will definitely be

possible to record significantly better spectra than those already acquired. Aside from

(in principle) straightforward optimization of the molecular beam and laser alignment

conditions, two promising potential improvements are frequency tripling to produce

the UV light for photolysis, and a H atom REMPI scheme that ionizes a larger fraction

of the Doppler profile of the recoiling H atoms. Currently we use a narrow linewidth

laser for 2 + 1 REMPI, which captures only ∼ 10% of the H atoms even at low excess

energies. An alternative ionization scheme, such as 3 + 1 REMPI and/or a broader

linewidth laser, would increase the signal by a large factor. Nevertheless, the success

of this method in the near-threshold region studied here bodes well for continuing

to higher energies, where the H atom yield (and C2H2 1 + 1 cross-section) will only

increase as the fluorescence quantum yield continues to decrease.

Two prominent early findings from the H atom detected spectra are presented in

Figs. 7-2 and 7-3. The first spectrum shows a ∆ − Π hot band to the K ′ = 2 level

of 3462, which had not previously been seen in LIF or absorption spectra. Based on

the positions of this K = 2 level and the K = 0 (47195 cm−1) and 1 (47206 cm−1)

levels, it appears that this vibrational state has a K-staggering of −6.9 cm−1. The

second spectrum contains an interesting intensity effect in the triplet splitting of the
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R(1) (and P(3), not shown) line of the 2133 Π−Σ subband. Specifically, the relative

intensities of the line components are reversed between spectra recorded using the

two different detection methods. It is known that triplet states play an important

role in the dissociation process, and it would be interesting to survey the lifetimes

and dissociation propensities of triplet-mixed eigenstates above the dissociation limit,

similar to previous work on acetylene intersystem crossing below the dissociation

threshold [52]. H	
  atom	
  ac(on	
  REMPI	
  

4667046665466604665546650
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  atom	
  REMPI	
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Todd-­‐Teven=	
  -­‐6.9	
  cm-­‐1	
  

Figure 7-2: The K = 2 level of 3462, seen as a ∆ − Π hot band detected by H
atom action REMPI. The LIF spectrum discussed above (Sec. 7.2.1) is shown for
comparison, where these K ′ = 2 lines are not observed.

7.2.3.1 Dissociation Mechanism

The dissociation mechanism of C2H2 into C2H+H deserves a brief digression. The

dissociation process has been investigated both theoretically [28, 29, 122] and exper-

imentally [83, 119–121, 123–125], although these references represent only a small
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Figure 7-3: Triplet splittings in the 2133 vibrational band, as seen in H atom action
and LIF spectra. Shown here is an expanded portion of the region displayed in Fig. 7-
2, focusing on the R(1) line of the 2133 Π−Σ band, which exhibits triplet splittings.
The relative intensities of the line components are reversed between our LIF and H
atom spectra. The higher resolution of the H atom spectrum is due to the reduced
Doppler width in the skimmed beam. The H atom spectrum from Ref. [119] is overlaid
as a black dashed line.
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fraction of the literature on the subject.1 The experimental work of Mordaunt et

al. that determined the D0
0 value precisely by Rydberg tagging H atom TOF spec-

troscopy [83] also uncovered evidence for two dissociation channels from the measured

photofragment population distributions and their recoil anisotropy [123]. The theo-

retical calculations of Cui, Morokuma, and Stanton [28, 29] identified several plausible

pathways from S1 C2H2 to products. (See Fig. 5 of Ref. [29]. The reader is also re-

ferred to the extended discussion in Ref. [123] of the observed channels and their

interpretation, which in the following will only be mentioned in passing.) Briefly, one

of the predicted channels (S1 C2H2 →T3→2→1 → X̃ C2H + H) was consistent with

the characteristics of one component of the observed bimodal distributions (“Channel

I”), as well as with other experiments that indicated a T1 exit barrier of 560 cm−1

[118, 121, 124]. However, it was difficult to reconcile any of the ab initio pathways

with the characteristics of the second component (“Channel II”), which included a

higher threshold, promotion by excitation in ν1, a substantial recoil anisotropy, and

a lower rotational temperature. It was therefore hypothesized in [123] that the S1

cis-trans isomerization was the rate limiting step in the Channel II mechanism, since

the half-linear structure of the cis-trans transition state possessed the necessary at-

tributes to lead to the observed distribution, in combination with a more direct (S1

C2H2 →T1 → X̃ C2H + H) process.

As pointed out in Ref. [42], one significant problem with the study of Mordaunt

et al. was that they based their interpretation on the assumptions of spectroscopic

assignments that were later shown to be incorrect. In particular, the revision of the ν1

frequency meant that the K = 1 level at 47206 cm−1 did not belong to the 1132 state,

and in fact its assignment is now believed to be 3462. Nevertheless, the mechanism

proposed by Mordaunt et al. for Channel II now seems more likely to be correct, since

the 3462 level is intimately involved in the cis-trans isomerization.

Since we have significantly expanded the catalog of known vibrational levels above

1At the energies discussed in this thesis, only the X̃ C2H+H channel is available. There is a vast
literature on 193 nm photolysis of C2H2, where both the X̃ and the Ã states of C2H are energetically
accessible, as well as on vibrationally mediated photodissociation, but we will not discuss those topics
here.
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the dissociation limit, and additionally detected several of them by H atom action

spectroscopy, it would be very interesting to revisit the question of the dissociation

mechanism. It is now possible to use levels for photolysis that possess excitation in

any of the S1 trans vibrational modes, states with predominantly cis character, and

triplet-mixed eigenstates such as those shown in Fig. 7-3, all as functions of J and

K. Observing the resulting photofragment distributions produced by a variety of

rovibronic intermediate states would generate a rich data set germane to the disso-

ciation process. This ability to select and systematically vary the characteristics of

the photolysis intermediate state in combination with new H atom orientation and

alignment detection methods [126] is particularly attractive.

7.3 Strategies for K-staggerings

Understanding K-staggerings has recently become a central issue in our study of

the S1 state. The source of these staggerings and the initial examples discovered in

cis conformer states have already been discussed [11, 48, 88], but a simple illustration

may help to explain their importance in the barrier region. Fig. 7-4 shows a toy model

calculation of a one-dimensional hindered rotor, where the potential is a cyclic version

of the ab initio minimum energy isomerization path from the PES of Ref. [10]. An

isomerization dip analysis of the energy levels (See Ch. 6) reveals that, in addition to

the dip in ωeff at the barrier energy, the degeneracies between identical wells are lifted

by tunneling. The resultant tunneling splittings grow larger until the top of the barrier

is reached, and then decrease above ETS, but the original energy level pattern does

not necessarily return.2 This complete transformation of the energy level pattern,

while very interesting, complicates considerably the essential spectroscopic business

of making assignments.

It is important to note that the K-staggerings also present a valuable opportunity

2Since the model calculation tends toward a free rotor as E � ETS , a new pair of degeneracies
forms with different partner levels, corresponding to the ±m degeneracy of the free rotor. It is
certainly true that a new above-barrier pattern will emerge in S1 C2H2, but we do not yet know
what that pattern might be.
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to characterize the chemically important regions of the potential energy surface. In

principle the complete shape of the double minimum potential can be obtained when

tunneling staggerings or splittings are combined with the vibrational level spacing

information discussed in the previous chapter. The staggerings are sensitive to the

width and height of the barrier because they are caused by tunneling, and the vibra-

tional level spacings give the widths of the wells and the height of the barrier. Useful

discussions of this topic from a semiclassical perspective can be found in Refs. [127–

129].

7.3.1 K-staggerings Found

In addition to the staggerings found in the cis 3161 and 62 levels, the spectra dis-

cussed in Sec. 7.2.2 reveal a K-staggering of roughly +28 cm−1 in the trans 3461 level.

This staggering is several times larger in magnitude than those found previously, and

significantly, is substantially larger than the A rotational constant. The existence of

a staggering larger than A−B means that K subbands can potentially no longer be

grouped together by the usual approximate K2 dependence within a particular vibra-

tional level. This poses a substantial problem for the process of making vibrational

assignments, especially since at present we have no way of even approximately pre-

dicting K-staggerings in the Ã state. Usually, when K-staggerings are encountered,

they depend only on excitation in a single vibrational mode, such as the torsion in

H2O2, to pick an example from a similar molecule [130, 131]. In S1 C2H2, the isomer-

ization involves both modes Q3 and Q6, and therefore there are no a priori expected

trends of the signs or magnitudes of the K-staggerings.

The discovery of the very large K-staggering in the trans 3461 level prompted

us to look more closely for staggerings in other isoenergetic levels. In general this

requires assignment of K = 0 − 2 levels, or at absolute minimum, two K values

and a reasonable guess for the A rotational constant. However, a complete set of

K = 0 − 3 levels is desirable to avoid problems with local perturbations, since it is

almost impossible that a local non-K-staggering perturbation would preserve both

the K = 0 − 2 and 1 − 3 intervals. We found at least one such case, the 35 level,
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Figure 7-4: K-staggerings for a model one-dimensional minimum energy isomerization
path. The cyclic potential is constructed from an ab initio MEIP for S1 C2H2, based
on the PES calculated in Ref. [10]. The energy level pattern evolves from a symmetric
double minimum case at low energy to a free rotor at high energy. An isomerization
dip plot is shown in the left panel. The degeneracies at low energy, between levels
associated with the two pairs of identical “trans” and “cis” wells, are broken by
tunneling, but new degeneracies (with different partners) re-form above the potential
barrier. The high energy case shown here is due to the choice of the simple rotor model
for the one-dimensional calculation, and is not expected to reflect the above-barrier
S1 C2H2 behavior. The effective frequencies increase linearly with energy above the
barrier, because the free rotor energies are proportional to J(J + 1), the derivative of
which goes like J .
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in Table XI of Ref. [36]. There they could observe K = 3 levels via Φ − ∆ hot

bands originating from the 2ν ′′4 level in their non-jet-cooled absorption spectra. A

K-staggering in the 35 level is somewhat surprising, since without excitation in ν6,

this state would not be expected to isomerize. Nevertheless, the K = 0 − 3 data

makes the staggering unmistakable. If we divide the K = 0 − 2 interval by 4 or the

K = 1 − 3 interval by 8 to factor out the K2 dependence, in both cases we obtain

A−B ' 16.46 cm−1, a reasonable value. The K = 0− 1 spacing is 22.77 cm−1, and

the K-staggering is therefore 22.77 − 16.46 = +6.31 cm−1. A staggering of similar

magnitude, −6.9 cm−1, has been found in the nearby trans 3462 level, based on the

spectrum shown in Fig. 7-2, and it is also possible that a small staggering of < 1 cm−1

exists in the 34 level based on data from Refs. [36, 44]. While it is very difficult to

extract K-staggering information from trans conformer Bn polyads, because of the

already complicated rotational structures, we believe that the 32B3 polyad is the first

example where this has been done successfully.

On the basis of the growing number of K-staggerings found in the barrier region

and their increasing magnitude, it appears necessary to develop new methods for

coping with their disruption of the level structure. Experimentally, it would be ideal

to record spectra of subbands with higher K ′ values of 3 or even 4, in order to

measure the staggerings and to vibrationally assign the K sublevels definitively. From

a theoretical point of view, rovibrational calculations with higher accuracy than those

in Ref. [10] are required, and the inclusion of additional coordinates would be desirable

as well.

7.3.2 New Calculations and IR-hot-band-pumped IR-UV Dou-

ble Resonance Spectroscopy

Both of the strategies mentioned above are underway in collaboration with P. Bryan

Changala. Since these efforts have either been described in [97] or in manuscripts that

are in preparation, only a very brief mention will be made here.

A four-dimensional potential surface that includes the torsional angle, τ , has been
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calculated using the methods described in Ref. [10]. Rovibrational variational cal-

culations using this surface or a three-dimensional {6 CCH1, 6 CCH2, τ} PES have

achieved excellent agreement with the experimentally observed level structure. The

Bn intrapolyad structures appear to be particularly well reproduced. The calcula-

tions predict K-staggerings that are in approximate agreement with our observations,

which is encouraging [97].

In order to observe higher K ′ subbands it is necessary to prepare excited vibra-

tional levels of S0 C2H2, since `′′ ≤ ν ′′4 +ν ′′5 . Our procedure for preparing vibrationally

hot, rotationally cold acetylene involves supersonic expansion through a SiC pyroly-

sis nozzle [132]. This procedure maintains a rotational temperature of ∼ 10 K (and

certainly less than 40 K [133]), while allowing vibrational temperatures up to 1800 K.

Molecules in vibrationally excited states are then excited by IR-UV double resonance

in order to avoid complications due to overlapping UV Ã-X̃ hot bands that are also

enhanced by the heated nozzle. The IR hot band transition can be chosen to provide

an additional unit of `′′, if desired. Proof of principle tests of this scheme have been

completed successfully.

7.4 Conclusions

The work undertaken in this thesis is aimed at understanding the spectroscopic

signatures of isomerizing systems. In particular, a novel pattern that reveals charac-

teristics of the transition state has been identified by experimental investigation of a

prototypical system, the cis-trans isomerization in S1 C2H2. Significant progress has

been made in the study of this isomerization, and acetylene now poses new questions,

including those of the above-barrier dynamics and the nature of the dissociation mech-

anism(s). We have no doubt that the second century of Ã-X̃ acetylene spectroscopy

[134] will be at least as enlightening, challenging, and surprising as the first.
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[60] Z. Bacić and J. C. Light. Highly excited vibrational levels of “floppy” triatomic
molecules: A discrete variable representation—distributed gaussian basis ap-
proach. The Journal of Chemical Physics, 85(8):4594–4604, 1986.

[61] S. A. Kucharski, M. W loch, M. Musia l, and R. J. Bartlett. Coupled-cluster
theory for excited electronic states: The full equation-of-motion coupled-cluster
single, double, and triple excitation method. Journal of Chemical Physics,
115:8263–8266, November 2001.

[62] Joseph A. Bentley, Robert E. Wyatt, Michel Menou, and Claude Leforestier. A
finite basis-discrete variable representation calculation of vibrational levels of
planar acetylene. The Journal of Chemical Physics, 97(6):4255–4263, 1992.

[63] Edwin L. Sibert III and Rudolph C. Mayrhofer. Highly excited vibrational
states of acetylene: A variational calculation. The Journal of Chemical Physics,
99(2):937–944, 1993.

[64] P.R. Bunker and P. Jensen. Molecular Symmetry and Spectroscopy. NRC Re-
search Press, 2006.

[65] R. Prosmiti and S. C. Farantos. Periodic orbits, bifurcation diagrams and the
spectroscopy of C2H2 system. The Journal of Chemical Physics, 103(9):3299–
3314, 1995.

[66] M.J. Bramley, W.H. Green, and N.C. Handy. Vibration-rotation coordinates
and kinetic energy operators for polyatomic molecules. Molecular Physics,
73(6):1183–1208, 1991.

[67] E. B. Wilson, J. C. Decius, and P. C. Cross. Molecular Vibrations: The Theory
of Infrared and Raman Vibrational Spectra. Courier Dover Publications, 1980.

[68] J. C. Decius. A tabulation of general formulas for inverse kinetic energy matrix
elements in acyclic molecules. The Journal of Chemical Physics, 16(11):1025–
1034, 1948.

[69] Salvador M. Ferigle and Arnold G. Meister. Kinetic energy matrix elements for
linear molecules. The Journal of Chemical Physics, 19(7):982–983, 1951.

[70] D.J. Tannor. Introduction to Quantum Mechanics: A Time-Dependent Per-
spective. University Science Books, 2007.

[71] J. Rheinecker and J.M. Bowman. Ab Initio Calculation of the Low-Lying Vibra-
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