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Abstract

The alkaline earth monohalides (MX) are well described as simple three-particle
systems consisting of two closed shell atomic ions (M2*, X) and a single unpaired electron.
Because of the simplicity of their composition, MX molecules serve as a prototype for the
electronic structure and electron-nuclei energy exchange processes of more complex dipolar
core molecules. This thesis presents the results of an experimental study of Rydberg states
of Calcium Monofluoride (CaF) with effective principal quantum number, n*, between
12.6 and 14.6 and one quantum of vibration in the CaF* ion-core. The vibronic energy of
n* > 12.6, v =1 CaF Rydberg states exceeds the lowest ionization threshold for neutral
CaF. The Rydberg states analyzed here were probed using ionization detected optical-
optical double resonance (ID-OODR) spectroscopy.

In addition to observing "core-penetrating" Rydberg states (primarily derived from one-
electron atomic orbitals with electron orbital angular momentum quantum number e < 2),
"core-non-penetrating" states, 2 3, have also been observed. The quantum number is
not a good label for core-penetrating states. Core non-penetrating states retain nearly pure £
character, but have their 2i + 1 degeneracy lifted by the extremely large CaF + multipole
moments. The problem of a core non-penetrating Rydberg orbital in the field of a highly
dipolar cation is equivalent to that of a hydrogen atom with a point dipole located at its
nucleus. This problem has been treated theoretically, but there exist few experimental tests
of model predictions, particularly for dipoles as large as that of CaF + . A finite effective
Hamiltonian matrix model for the experimental data yields the atomic £-parentage of
molecular states as well as an estimate of the dipole moment of CaF*.

In addition, the observation of lifetime broadening of rotational levels in the 13.36 I
and 14.36 , v=l states allows for determination of the rate of exchange of energy
between the Rydberg electron and the molecular cation to which it is bound.

Thesis Supervisor: Dr. Robert W. Field
Title: Professor of Chemistry
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"Hoaxes! Don't speak to me of hoaxes, sir! I was part of the worst that was ever

dreamt up in all history, and not free of it yet. Two old gnomes from Nantucket, some

years ago... Gnomes. Hah! Cracked checkerplayers, that's nearer the mark! Beelzebub

and Jaweh! Never mind... interminable damned... Hoaxes. Hah."

He hunches up, cunning, a crafty old loon with his left eye cocked to the northwest

corner of the universe. He is teased toward some barest possibility. He purses his lips.

He looks both sly and apprehensive. His long, lean nose is the cutting edge of

outlandishness.

"I could tell you a tale, if ye'd understand from the outset it has no purpose to it, no

shape or form or discipline but the tucket and boom of its highflown language and

whatever dim flickers that noise stirs in yer cerebrum, sir - the boom and the bottle we

chase it with - fierce rum of everlasting sleep, ha ha! - for I won't be called a liar, no sir!

not when I speak of such matters as devils and angels and the making of man, which is my

subject, sir."

With dignity, an angel enters, golden-winged, and places spirits on the table between

the mariner and his guest (apparently a city fellow). The guest uncomfortably picks his lip.

Except for the angel, the mariner's voice, and the guest's self-conscious ear, the room is

empty; yellow. The guest is as yet only half-aware of the angel's wings. Blushing

slightly, uncertain over who is supposed to pay, the guest glances over his shoulder,

adjusts his tie.

" 'Tell on, old loon!' yer supposed to say."

"Tell on," says the guest.

"God bless yer generous soul, sir, that I will!"

from "The King's Indian" by John Gardner
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INTRODUCTION

This thesis concerns moderate energy Rydberg states (effective principal quantum

number, n*, between 12.5 and 14.6) of Calcium Monofluoride, CaF, which possess one

quantum of vibrational excitation. These states were probed using rotationally resolved

Ionization Detected Optical-Optical Double Resonance (ID-OODR) laser spectroscopy. The

goal of this work is to accurately model the interaction of the Rydberg electron with the

CaF+ ion-core.

CaF is a member of the alkaline earth monohalide family of molecules. The alkaline

earth monohalides (MX) are well described as simple three-particle systems consisting of

two closed shell atomic ions (M2 +, X') and a single unpaired electron. Because of the

simplicity of their composition, MX molecules serve as a prototype for the electronic

structure and electron-nuclei energy and angular momentum exchange processes of more

complex molecules. Below -3 eV of excitation and near its equilibrium internuclear

separation, the CaF electronic states are understood in terms of an unpaired Ca* electron

perturbed by the field of an F anion [1]. At higher electronic energies, the system may be

treated as a single electron weakly bound to a highly polar molecular cation, CaF',

consisting of two closed shell atomic ions, Ca2' and F.

Previous workers observed and analyzed low energy Rydberg states of CaF (primarily

n* < 10, v = 0 and n* < 7.5, v = 1) and assigned nominal nA quantum numbers' to each

state[2, 3]. While is not a rigorously good quantum number in a molecule, it is an

approximately good quantum number for Rydberg states of non-polar molecules such as

H 2, 02, and N2. It was apparent however that pure-e labels would not suffice for

describing the Rydberg states of CaF. The highly polar CaF+ ion-core strongly mixes

atomic nl basis states having E < 2.

All of the observed low energy electronic states of CaF were assigned to one of six

Rydberg series[2, 3]. The electronic term values of these states are accurately calculated by

the Rydberg formula:

E. = IP(CaF)-
ni,,a(n i,)2'

The quantum number is electron orbital angular momentum and A is the projection of e on the

molecular axis.
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where 95 is the Rydberg constant (109736.3 cm-' for CaF), n is an integer equivalent to a

hydrogenic principal quantum number, Ji6 is the quantum defect for the Rydberg series,

and IP(CaF) is the ionization potential of the molecule, 46998 + 5 cm-' [4]. The effective

principal quantum number, n*, of a Rydberg state is defined as n - 8i-. CaF Rydberg

series may be classified according to the value of their quantum defects and A.

The atomic quantum number i is not a good quantum number in the molecule, and the

b' and fI (A = 0, 1) electronic states derived from i < 2 basis states do not even

approximately retain pure-e character. Earlier analyses [5,6] met with considerable success

in modeling CaF Rydberg states in terms of strongly mixed < 2 (s, p, and d) atomic

orbitals, where the -mixing arisef from the strong interaction between the Rydberg

electron and the CaF ion-core. However these analyses were not able to provide a

completely accurate description of spectroscopic data. One of the goals of this work is to

determine whethe the Rydberg electron-cation interaction may be more accurately described

by allowing e = 3, f, basis states to mix with the e < 2 atomic basis states which are already

known to be mixed by the ion-core. The group Rydberg states derived from nominal s, p,

and d atomic orbitals and clustered about an integer value of n* are referred to as an n*-

supercomplex. (The details of assigning a state to a particular n*-supercomplex are

discussed in Chapter 4.)

While low-i states are strongly mixed, the situation is quite different for states with

higher values of electron orbital angular momentum. This may be understood from the

Schri6dinger equation for the hydrogen atom. In the Hamiltonian for the hydrogen atom,

the potential energy of the electron-proton interaction is r' (in atomic units). If one writes

out the full Schrdinger equation and simplifies the expression with the intent of

determining the radial wavefunction for the electron, the electron could equivalently be

viewed as moving in an effective potential which depends on e. The Schr6dinger equation

for the hydrogen atom is:

[-IV2 -1]r =Ent,
r

the radial portion of which is expressed as,

1 d2
1 ( + 1)P = E P,,

2 dr2 r 2r2 J
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where P,(r) = rR,(r), and the effective potential experienced by the electron is,

1 e(e+ 1)
V<(r) = -- 2r2

The repulsive term in V,(r) is a centrifugal barrier arising from the orbital angular

momentum of the electron. The eidependent V,(r)'s are shown in Fig. I. 1. The effective

potential has a minimum at r = te(+l) and an inner turning point at r<, where V(r<) = -
(2n2)-1. (In the limit of high n, r< = (e+1). In the low n limit, i.e., n = £+1, r< = (+1) 2 -

(t+1) 3
2.) The centrifugal barrier keeps the electron away from the proton. While the

unpaired electron in CaF is not hydrogenic, one might suspect that for sufficiently high

values of , the electron would be kept sufficiently far from the region near the CaFr ion-

core that the distinction between the pure Coulomb potential of H* and the CaF' potential

could be accurately expressed as a small perturbation on the H* potential. States with large

enough , which experience the highly polar nature of the CaF ion-core only at long-

range, are referred to as core-non-penetrating states. For these states, the perturbation on

the H* potential is:

+P, (cosO) Q+P2 (cosO)
V'(r) = Vc.F+ (r)-VH+ (r) (Cs + QP20(COS)

r2 + r

where gA+ and Q* are the electric dipole and quadrupole moments of Car and the P 0

functions are spherical harmonics with 0 being the angle between the Rydberg electron and

the molecular axis (as measured from the center-of-mass). Additional terms could be

included to account for the polarizability of CaF', but CaF is essentially two closed shell

atomic ions and is not very polarizable, so the electric multipole moments will provide the

dominant correction.

One of the questions addressed in this thesis is, "At what value of e do the CaF

Rydberg states behave as weakly perturbed atomic states? What is the lowest-e core-non-

penetrating state?" The answer appears to be e = 3 if the state is not a 2+ state, i.e., if the

Rydberg orbital has at least one nodal plane which contains the molecular axis. If the state

is a 21+ state, then the identity of the lowest non-penetrating i is not quite as clear, but for t

= 4, the CaF electronic states definitely appear to behave as weakly perturbed atomic states.

This makes sense intuitively if one considers the spatial extent of the ion-core, r = r,, +

rs, where r, is the distance from the molecular center of mass to the most distant atom,

and r s is the ionic or covalent radius of that atom [4]. The inner turning point of Vf(r) for

10
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Figure I.1. Effective potentials for a hydrogen electron. Only the lowest-n
V, is shown for each successively higher g-value, 0 < e < 4. The thick
gray vertical line indicates the effective radius of the CaF ion core.
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n = 5, e = 4 occurs at r - 13.8 a.u., which is much greater than r,, , 5.1 a.u. The inner

turning point of Vf(r) for n = 4, e = 3 occurs at r = 8 a.u., just slightly greater than r,, .r

The inner turning point of Vf(r) for n = 3, = 2 occurs at short-range relative to rr, 3.8

a.u. << 5.1 a.u.

The e > 3 states sample the CaF cation only at long range and are characterized by

quantum defects near zero. Core-non-penetrating states retain their nearly pure ne

character, but have their 2 + 1 degeneracy lifted by the extremely large CaF' electric

multipole moments. The problem of a core-non-penetrating Rydberg orbital in the field of

a highly dipolar cation is equivalent to that of a hydrogen atom with a point dipole located at

its nucleus. The problem has been treated theoretically, but there exist few experimental

tests of model predictions, particularly for dipoles as large as that of CaF +. The splitting of

the A components of e = 3 and 4 in the n*=14 supercomplex are analyzed to estimate the

CaFr dipole moment, -9 Debye.

Previous workers on CaF identified and analyzed core-penetrating Rydberg series, but

were frustrated in their efforts to detect > 3 states because of unexpectedly restrictive

selection rules associated with the specific intermediate state used in their double resonance

experiments. Those experiments utilized the A21-3n state as an intermediate. The A2 I state

is the lowest energy 211 state and lies -2 eV above CaF's electronic ground state. The A211

state has predominantly Ca* 4p and 3d character, whereas the X2Z + ground state is

predominantly Ca* 4s[1,7]. It was expected that the Ca* 3d character in the A state would

facilitate access to f-states, however no f-states were clearly identified. The key to

accessing f-states appears to be the use of the C217 state as the intermediate in the double

resonance experiment. The C2 I state is the second 2nI state in CaF. It lies -4 eV above the

ground state, about 2/3 of the way to the ionization threshold. The choice of the C2 l state

was not accidental. It was expected that the spectroscopic data recorded through the C2F1

state would complement that recorded from the A2 I state. The extent to which the A2 II

and C2II data sets are complementary was unexpected, however. The strongest transitions

to 12.5 < n* < 14.6, v = 1 Rydberg states from the C2 l3,2 state terminate on nf states!

Figure 1.2 shows the potential energy curves of the CaF electronic states involved in these

double resonance experiments. Approximate excitation wavelengths are included on the

figure.

All six core-penetrating states in both the n*=13 and 14 supercomplexes, as well as the

seven components of each f-state and all higher-i core-non-penetrating states belonging to

each supercomplex, are found within a very narrow energy region. The electronic term

values of states belonging to the n*=14, v=l supercomplex span a range of -80 cm'. (The

energy spanned by an n*-supercomplex scales as (n*) 3.) The separation between

12
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Figure 1.2. CaF electronic states involved in ID-OODR experiments.

The CaF "n*=13-14" potential energy curve is the CaF* curve shifted

to -600 cm 'l lower energy. The horizontal dotted line at 46998 cm l

indicates the threshold for creation of CaF* in its vibrational
ground state.
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electronic states in the supercomplex is 0(10 cm'). One property of core-non-penetrating

states is that many of them possess anomalously large or small, but predictable, rotational

constants in comparison to the rotational constants of the core-penetrating states in the same

energy region. At sufficiently large values of rotational quantum number, 0(10'), the

difference in rotational energies of adjacent core-penetrating and core non-penetrating states

may be equal in magnitude, but opposite in sign of the difference in their electronic

energies. As the rotational quantum number increases, the states tune into and then tune

through resonance. As core-penetrating and core-non-penetrating states tune through

resonance, they may undergo an avoided crossing. The observation of avoided crossings

between core-penetrating and core-non-penetrating states proved to be the key to merging

the data recorded from the A2II, and C21l3, intermediates. While the strongest transitions

from A2I 3,2 terminated on core-penetrating states and the strongest transitions from C 2H3,

terminated on core-non-penetrating f-states, levels located nearest the avoided crossings

were observed from both intermediates. These local interactions also provided a qualitative

measure of the dominant i-character of the states involved.

The detection scheme previously used for low Rydberg states, UV fluorescence

detected Optical-Optical Double Resonance spectroscopy, failed above n* 10 due to the

poor fluorescence quantum yield of these Rydberg states and/or the states to which they

initially relax. It was necessary to develop a different detection scheme. Chapter 1

describes a laser-ablation molecular beam source and time-of-flight mass spectrometer

designed and constructed for the purpose of investigating molecules which do not readily

yield to fluorescence-based probes. In the experiments reported here, UV fluorescence

detection is replaced by mass-selected ion detection. It should be noted that in addition to

the data analyzed here, the apparatus described in Chapter 1 was used to record ID-OODR

spectra of CaF n*=17 and 18 supercomplexes from the A2113 , v=O state, as well as ID-

OODR spectra of CaCl n*=16-19 supercomplexes from its A2II3, v=0 state. ID-OODR of

CaF spectra have also been recorded up to the CaF', v=l threshold from the lowest

rotational levels of the A2Il3a, v=O state.

Chapter 2 outlines the various laser spectroscopic techniques applicable to probing

Rydberg states and provides a general overview of the calculations necessary to evaluate

the advantages and disadvantages of each technique.

The Hamiltonian model used to determine the extent of -mixing is developed is the

first topic of Chapter 3. The second topic is a discussion of the Rydberg - A/C 21',2

transition selection rules and guidelines for assigning ID-OODR spectra. Considerable

processing of the raw spectroscopic data was performed before it could be simulated using

an effective Hamiltonian model. Line assignments in the ID-OODR spectrum had to be

14



tested to exclude possible series misidentification. In order for the effective Hamiltonian fit

model to produce meaningful results, all members of the n*-supercomplex, even the states

which were not observed in the ID-OODR spectrum, must be correctly ranked according to

their energy. The data input into the effective Hamiltonian fit model had to be tested to

insure that observed levels were properly ranked.

Chapter 4 is an analysis and discussion of the n*=13 and n*=14 Rydberg state data.

The extent of i-mixing is determined by a non-linear least squares fit of experimental data

to the model Hamiltonian(s) developed in Chapter 3. The effective Hamiltonian fits were

used to determine electrostatic matrix elements between nominally pure-E basis states.

While the model Hamiltonian matrix cannot describe all of the data to within the accuracy of

the experimental measurements, certain subsets of the data are accounted for by the pure-E

basis state model with < 3. Explanations are provided in cases where the Hamiltonian

model falls short. It is now clear that the finite matrix effective Hamiltonian approach has

limitations and that Multichannel Quantum Defect Theory (MQDT) provides a more robust

treatment of the interaction between the Rydberg electron and the ion-core. Effective

Hamiltonian models can provide a platform from which to embark upon an MQDT

analysis. The effective Hamiltonian approach appears to be quite satisfactory for modeling

extremely strongly core-non-penetrating, e > 4, states.

Chapter 5 is an analysis of the linewidths of the 13.36 I and 14.36 -I, v=l states.

Both of these states display an observable line broadening, -0.5 cm-'. The lifetimes of

these states deduced from the linewidths are used to determine the derivative of the

quantum defect of the 0.36 11 series with respect to internuclear separation, d/dR. The

quantum defect derivative of the 0.36 I series determined from lifetime broadening is in

excellent agreement with the value calculated by deperturbing a local interaction between the

7.36 -I, v=0 and 6.36 II, v=l states [5]. The quantum defect derivatives govern the

exchange of energy between the Rydberg electron and the vibration of the molecular cation.
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CHAPTER 1

Experimental Apparatus

There are three stages to the CaF Ionization Detected Optical-Optical Double Resonance

experiment:

1) Production of molecules.

2) Preparation of (autoionizing) Rydberg states.

3) Detection of CaF* ions.

The laser systems used in these experiments are standard equipment for a laser

spectroscopy laboratory and their operating characteristics are described at the end of this

chapter. The CaF molecules were produced in a laser ablation-supersonic molecular beam

source and the CaF* ions were detected in a Time-of-Flight Mass Spectrometer. The laser

ablation source and Time-of-Flight Mass Spectrometer were new additions to the

laboratory. Considerable time was spent developing, constructing, and testing both of

theses devices and they are described here in reasonable detail. The description is intended

as a user's manual for future generations of graduate students and postdocs who will have

to work with the equipment.

A schematic of the ablation source and TOF-MS is shown in Fig. 1.la (Model

numbers and additional specifications are given in the following sections.) Figure 1.lb is a

photograph of the apparatus. System operating parameters listed in this section are for CaF

Ionization Detected Optical-Optical Double Resonance experiments unless otherwise noted.

Throughout this chapter, tables of operating parameters list values for additional molecules,

in order to quantify the capabilities of the source.

1.1 Timing of Events

A timing diagram for the is provided in Appendix I. The description which follows is

qualitative. It is intended to help the reader understand the diagram in Appendix I.

17



The CaF molecules are produced by a reaction of CHF3 (fluoroform) with a Ca plasma.

The ablation laser which generates the Ca plasma must be synchronized with the pulsed

valve which provides the fluoroform. It takes the CaF molecules -65 Ps to travel 11 cm in

a molecular beam from the point at which they are created to the point at which the Rydberg

states are prepared and the CaF* ions are extracted into the mass separating region of the

mass spectrometer. The two lasers necessary to prepare the Rydberg states must be

synchronized to each other and to the arrival of CaF in the probe region. Once the Rydberg

states are prepared, they autoionize very rapidly, - 1 ns or less. The electric field pulse

which extracts the ions into the mass spectrometer is delayed 100-300 ns relative to the

laser pulses which prepare the Rydberg states. Once the CaF ions are drawn into the mass

spectrometer by the pulsed electric field, it takes them -17 gs to reach the detector. The

detection electronics must be synchronized to the ion extraction pulse.

1.2 Pulsed Nozzle Source and Molecule Production

The current ablation source is a second generation device based on an original design

by Smalley et al. [1]. The ablation source is shown schematically in Fig. 1.2a. Figure

1.2b is a photograph of the source. An expanded view of the pulsed nozzle and the

aluminum block which holds the target rod is shown in Fig. 1.2c. While numerous groups

have developed more elegant ablation sources [2-6], the present design remains the most

economical, least technically complex, and most reliable. Molecules are produced in this

source by focusing the 532 nm output of a Q-switched Nd:YAG laser [Spectra Physics

DCR-2] to a 1-2 mm diameter spot on a metal target (see Fig. 1.3). The laser generated

metal plasma is entrained in a flow of high pressure inert gas which is seeded with a

reactant. As the carrier gas mixes with and cools the metal plasma, reactant molecules are

fragmented by the hot plasma and react with the metal atoms, resulting in the production of

metal containing molecular species. (In the absence of a reactant, the carrier gas

collisionally cools the plasma and facilitates the production of the metal clusters.) The high

pressure gas mix then undergoes supersonic expansion into high vacuum. The supersonic

jet expansion cools translational, rotational, vibrational, and electronic degrees of freedom

in the molecules. The molecules are interrogated with one of a variety of spectroscopic

techniques after they have undergone jet cooling.

There are several advantages to performing experiments on supersonic jet cooled

molecular species and these advantages have been discussed at great length in the

literature[7,8]. The principal advantages to the experiments discussed in this document are:

18



1. Spectral simplification by lowering of rotational temperature so that only 0(10')

rovibronic levels are populated, as opposed to O(102- 103) levels in a room temperature

source or high temperature oven.

2. Absence of collisions on the time scale of spectroscopic probes.

If its path is uninterrupted, the molecular beam will undergo supersonic expansion into the

vacuum chamber for a distance, £:

e = 0.67d P z,
Pchamber

where d is nozzle diameter. Carrier gas pressures range from 2-10 atm and the source

chamber pressure is typically 10-5 Torr. For a nozzle diameter of 0.05 cm, the diameter of

the nozzle used in these experiments, = 0(3 m). The geometry of the source chamber

results in the supersonic expansion being interrupted by the vacuum chamber walls long

before it would undergo a shock with the source chamber background gas.

The photoablation source consists of a pulsed value [General Valve, Series 900], an

aluminum block which holds the target rod, and the target rod drive assembly. The target

rod drive is made from a 1/4"-80 micrometer screw [Newport Corp. #AJS-2], a

telescoping universal joint [Small Parts #UJT-10], and a simple circuit consisting of two

microswitches and a relay to periodically reverse the direction of the target rod rotation. An

o-ring sealed rotary motion feedthrough [Kurt J. Lesker Co. #FMH-25B] allows the target

drive motor to be mounted externally. (The prototype version of the target drive used

speedometer cable in place of the telescoping universal-joint. Unfortunately, the cable

could not withstand even modest torques and would bind up on itself when the target drive

screw offered any resistance.)

The pulsed value requires 50 gs to open fully (limited by the magnetic field risetime in

the solenoid) and 150 gs to close fully. The close time is determined by the mechanical

spring used to keep the nozzle in a normally sealed state [9]. Also according to General

Valve engineers, 'Open Time' dial settings of <150 gs on the valve driver control panel

will not reliably open the valve. Nominal valve open times in the CaF experiments ranged

from 260-320 gs depending upon the nozzle backing pressure. The pulsed valve opens

-.300 gs after leading edge of the 'open' pulse. The value of 300 pgs was determined by

seeding He carrier gas with 12 and then monitoring 12 fluorescence excited by a pulsed laser

at a fixed point downstream from the nozzle. The velocity of He in a supersonic jet is well

determined, 0.177 cm/s, so the nozzle open time was measured by observing the
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fluorescence intensity as function of the time delay between the nozzle open pulse and the

probe laser pulse.

With 50 psig of He backing pressure, optimum CaF production was obtained with an

open time of 300 gs. The nozzle trigger pulse could be observed as electrical pick-up on

the amplified output of the TOF-MS microchannel plate detector. When the source was

operating near peak CaF production conditions, the nozzle trigger pulse appeared 5-10 s

before the ablation pulse was fired [signal level 0(10 mV) w/20 dB pre-amp gain on the

MCP's; MCP's operate at -750 V each]. The timing scheme required to optimize CaF

production implies that the Ca plasma plume must be given sufficient time to expand away

from the target surface before it is entrained in the flow of high pressure carrier gas-reagent

mix. This is somewhat at variance with prevailing wisdom regarding the generation of

larger metal clusters (>2 atoms), but consistent with the observation that the use of Ar

instead of He markedly reduces the production of CaF. (Metal cluster generation is

rumored to be most efficient when ablation occurs while the carrier gas is at its peak density

over the metal target.) While the decrease in CaF production with the use of Ar was not

quantified, it is estimated to be about an order of magnitude. Several afternoons were

devoted to adjusting ablation conditions to improve CaF production using Ar as a carrier

gas. Signal levels were so much poorer with Ar than with He, that it did not merit devoting

the time to quantify the difference.

The target rod holder depicted in Fig. 1.2b is an aluminum block in which three

channels are drilled. A 1 mm channel meets the 0.5 mm orifice of the pulsed nozzle and

allows the carrier gas to travel to the point of ablation. The channel expands to 2 mm

diameter at the three-way with the 0.257" dia. target rod channel. Expanding the carrier

gas channel at the point of ablation reduces the rate at which ablated material clogs the

channel [10]. The carrier gas channel extends approximately 7 mm past the point of

ablation and serves as the reaction region for the metal plasma and oxidant entrained in the

carrier gas. The target rod channel has Teflon inserts to prevent galling of the target rod on

the metal target holder block. Galling did not prove to be a problem when using Ca, but

was an issue for more refractory metals such as V and Mo with a stainless steel, rather than

Al, target block. The target rod is rotated at 15 RPM by a high torque motor (Bodine

Electric, Type KYC-24T5, 1, 48 oz.-in.). Slowing the rotation increases production of

molecules, however the shot-to-shot fluctuations in production are also increased.

The ablation laser beam is focused with a 1.0 m focal length lens to a spot 1.0-2.0 mm

in diameter. A considerable amount of ablation light scatters off of the target holding

block, so it is difficult to determine precisely how much ablation laser energy is input to the

target surface. CaF production was most efficient with 5-8 mJ focussed on the target. The
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ablation pulse energy was measured (unfocussed) prior to entering the source chamber.

The ablation spot size was determined by placing a piece of black paper in the source

chamber at the position of the target rod and measuring the diameter of the burn spot.

The target rod was placed well before the laser focus. Placing the target rod at the

beam focus results in enormous shot-to-shot fluctuations in CaF production. Ablating a

larger surface area reduces shot-to-shot fluctuations because the surface area on a 1-2 mm

length scale is much more homogeneous than the area on a 0.1 mm length scale. CaF

production does not increase monotonically with ablation laser power. There is an abrupt

onset of signal corresponding the ablation threshold (-1/2 of the optimum laser power), a

steady rise in signal with increasing ablation laser power, and then a monotonic decrease in

signal with increasing power. There is essentially zero signal when ablating with more

twice the optimum laser flux (J cf 2 s'). The optimum flux for CaF production varies

0(20%) from day-to-day due to degradation and annealing of the target surface. The

optimum flux is also weakly dependent on the carrier gas pressure behind the pulsed

nozzle. The CaF number density and Boltzmann temperature does not vary significantly

over the range of 40-80 psig He. Increasing the nozzle pressure from 40 to 50 psig

improves signal levels slightly, -10%. Increasing the nozzle backing pressure from 50 to

80 psig of decreases the CaF signal level by 20-30%. When generating metal dimers,

higher backing pressures, 80-120 psig, are necessary (see Table 1.1). Operating at the

lowest possible ablation pulse energy prevents surface annealing (a laser annealed surface

ablates poorly) and clogging of the reaction channel. These advantages must be balanced

against the fact that lower pulse energies give rise to larger shot-to-shot fluctuations in

molecule number density. Using too much laser power results in the production of ions

and hot atoms which do not react efficiently to form the desired molecules.

The alignment of the ablation laser may be checked in several ways. The simplest

method is to strategically place a mirror so that the experimenter has a direct line of sight

down the molecular beam path. The experimenter can approximately align the ablation

Ieam by observing ablation laser scatter or plasma emission down the beam axis. The

ablation laser scatter may be blocked entirely by an appropriate pair of laser safety goggles,

OD 5-6 @ 532 nm. [The goggles must however transmit a visible atomic emission line,

e.g. Ca (422 nm).] Ablation beam alignment is optimized by maximizing observed plasma

emission. This procedure is NOT necessarily equivalent to maximizing ablation laser

scatter down the molecular beam axis. The scattered lighted viewed down the beam axis is

typically quite weak and is often difficult to observe in a brightly lit room.

A more sophisticated way to optimize photoablation beam alignment is to observe the

Resonance Enhanced Multiphoton Ionization generated mass spectum of the products in the
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molecular beam. When the ablation beam is misaligned, water and calcium based detritus

is ablated from the wall of the ablation channel resulting in the creation of Cax(Ca2 0)m(OH)n

clusters. These clusters are easily ionized by multiphoton (most probably two photon)

absorption of UV light. Figure 1.4 shows REMPI generated mass spectra recorded using a

Ca target rod and He carrier gas. The mass spectra in Fig. 1l.4 were generated using He

carrier gas seeded with CHC13 for the purpose of producing CaC1. The REMPI scheme

using UV light is preferentially sensitive to larger clusters. Larger clusters have a more

continuous absorption spectrum than smaller molecules. Smaller molecules have sharp

absorption lines which, in order to be ionized, must fall within linewidth of the ionizing

laser.

The two carrier gases used in photoablation molecule production were He or Ar. Ar is

closer in mass to the metal and is therefore more efficient at collisionally cooling the metal

plasma. Unfortunately, the fact that Ar is heavier than He also appears to make it quite

efficient at returning atoms in the metal plasma back onto the target surface via collisions.

The conditions for production of several different species in the photoablation source are

listed in Table 1.1.

Figure 1.5 depicts the ionization detected A2II3, - X2Z(0,O) laser absorption spectrum.

Resonances in the A-X(O,O) band are detected by ionizing the excited levels with a fixed

frequency UV laser. The spectrum is equivalent to a fluorescence excitation spectrum The

effective rotational temperature in the molecular beam is determined by analysis of the

intensity of the lines in the P2 branch. The lines in the the Q2 + P2l braches are not used

because the transitions are not baseline resolved and therefore it is more difficult to obtain

an accurate intensity measurement. To an excellent approximation, the intensity of a P2(J)

line is proportional to the population of the level J in the ground state:

I[P2(J)] = A(2J+l) exp( kT )) (1.1)

where k is the Boltzmann constant and T., is the effective rotational temperature. The

rotational temperature may be determined by inverting Eq(l. ) and making the substitution

E,,(J) = B(J+½)(J+ ), where B is the rotational constant of X2E*, v=O: 1

I[P2(J)] B(J + ½)(J + ) 1
In 2 2 - + In(A) (1.2)

2J+1 k T,

The J quantum number dependence of rotational energy levels in 2Z states is well established. Interested
readers are referred to Ref.[l 1], [12], or Chapter 3 of this text.
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The quantity on the RHS of Eq.(1.2), y, is plotted versus B(J+)(J+3 )/k, x, and fit to a

line, y = mx + b. The slope of the line is the negative reciprocal of Tro,. Determination of

TMt from the data obtained from Fig. 1.5 is displayed in Fig. 1.6. The effective rotational

temperature of CaF generated in 50 psig He is 130 + 5 K.

Table 1.1 Ablation Source erating Parameters for Various Molecules*

CaF CaCI Cu MO

Ablation X / nm 532 532 532 532 532

Pulse Energy/mJ 5-8 5-25/35 8 (18/15/9) 26

Carrier Gas He(Ar) He He(Ar) (Ar) He

Gas Pressure / psig 42-65(33) 48/90 80(60) (42/56/56) 80-120

Lowest Observed T,m / K 130(25) 10-15 5 -

Reactant CHF,(SF6) CHCI - - -

Reactant Pressure p 20(**) -200 torr - - -

Rxn. Channel Length / mm 5-7 5-7 17(17) (8/17/8) -

Rxn. Channel Dia. / mm 2 2 2 2

Nozzle Open Setting / gs 280-360 300- 450 (300) (300-400) 260-360

320/260

* Quantities in parentheses are for Ar as carrier gas.

** The optimum SF6 concentration was determined by monitoring Ca 4p 'P - 4s 'S

emission and 'titrating' the fluorescence excitation signal by adding SF6 to the Ar

carrier gas. The CaF number density was nearly maximized at the titration point.

1.3. REMPI-TOFMS System

An equipment list with vendors and 1992 purchase prices may be found in Appendix II.

1.3.1. Source Chamber
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The REMPI-TOFMS vacuum system was constructed entirely from commercially

available equipment. The source chamber is a modified MDC 14" six-way cross (MDC

Part# L1200-6) with "LF"-style flanges. ("LF" is the MDC brand name, identical flanges

are manufactured by competing manufacturers.) The source chamber is pumped by a

Varian VHS-10 diffusion pump, which has a pumping speed of 5700 e/s for air, 6600 e/s

for He, and a maximum throughput of 7.7 Torr t s'. The effective pumping speed is

somewhat reduced by the aluminum gate value used to separate the source chamber from

the pump[13].

The maximum permissible backing pressure in the pulsed nozzle is calculated using the

diffusion pump throughput specified by Varian [13] and the known velocity of He in a free

jet expansion. In a supersonic jet expansion, gas leaves the nozzle orifice at the local speed

of sound, which for a monatomic gas is:

ICRT 5RT13)
Cv M 3 M

At 300 K, the nozzle exit velocity is 1.019 mm/ps for He and 0.322 mm/Ls for Ar. The

gas flux into the chamber is the product of the gas pressure behind the nozzle orifice, the

gas velocity out of the orifice, the orifice area, the pulse duration, and the pulse repition

rate:

Q.,, = Pno. v A R. (1.4)

The flux into the source chamber may not exceed the maximum throughput of the diffusion

pump. The calculated maximum permissible nozzle pressure is:

MAX QMx _ 7.7 torr e s- ' 103 cm 3 / 

vArR (1.0 105cm s-')(2.0. 10- 3 cm2 )(5 · 10-4s)10 Hz 760torr/atm

- 10 atm He, (1.5)

for 500 pts duration pulses of He occurring at 10 Hz. Readers interested in calculating

vacuum system performance characteristics are advised to consult Refs.[ 14] and [15].

The source chamber may be isolated from the diffusion pump by a 10" ASA flanged

electro-pneumatic gate valve (VRC LP Series, Part#94578-101). The gate valve is wired

as "normally closed", meaning that it is sealed when it is not energized. The valve is

operated in the normally closed configuration so that it will automatically seal in the event
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of a power failure. The valve seals completely only when it is provided with at least 70

psig to the sealing piston. Care must be taken to insure that the supply of compressed air to

the electro-pneumatic value is maintained at 2 70 psig.

1.3.2. Time-of-Flight Mass Spectrometer

The Time-of-Flight Mass Spectrometer (TOF-MS) was manufactured by R.M. Jordan

Co. (Grass Valley, CA) and is very similar to one of their standard production instruments,

Model#C-677. The instrument was custom modified to operate in conjuction with the laser

ablation source. Many of the comments in this section apply specifically to the R.M.

Jordan Co. mass spectrometer and related electronics. These comments are intended to

augment the literature provided by R.M. Jordan Co. The mass spectrometer consists of an

ion extraction region, an ion acceleration region, an ion flight tube, and a dual microchannel

plate (MCP) detector. The spectrometer is represented schematically in Fig. 1.7. The

extraction region is defined as the space between the extraction and acceleration grids. The

acceleration region is the space between the acceleration and ground grids.

The two modifications of the present instrument relative to the R.M. Jordan Co. Model

C-677 are: 1) extension of the flight tube and ion extraction region past the normal flange

mounting point so that the extraction region is located in the geometric center of the ablation

chamber and 2) the use of an oversize diameter ion flight tube so that the instrument may be

upgraded to a "reflectron" mass spectrometer [16] at a later date. The reflectron upgrade

will require remounting the flight tube, welding a new MCP mounting flange, and

mounting reflection grids at the current position of the MCP detector [17].

The dual MCP detector was supplied with the TOF. Each MCP was manufactured by

Galileo Electro-Optics [Part# 1330-1820] and has an active area of -5.0 cm2. The gain of

each plate is +200 at -700 V and +4300 at -1000 V. The overall gain of the detector is the

product of the gain of the individual plates. The TOF-MS is pumped by a liquid nitrogen

(LN2) trapped 5-1/4" throat diffusion pump (NRC Model # UNKNOWN, first three digits

are 018; 120 VAC, 1450W) operating with DC-704 or DC-705 silicone oil. (DC-705 oil is

rated as having a lower ultimate pressure, however the o-ring seals on the mass spec

chamber are sufficiently permeable to air that the chamber never reaches the limiting

pressure of either the DC-704 or 705 oils.) The LN2 trap was manufactured by Cook

Vacuum Products and purchased from Kurt J. Lesker Co., Part# LNT-4201LL. The LN2

trap and diffusion pump are mounted to the flight tube on 4" ASA flanges. The effective

25



pumping speed of the LN2 trap-diffusion pump combination is -350 s [11]. The

diffusion pump is backed by a 26.8 CFM mechanical pump (Leybold-Hereaus D-30A).

The base pressure in the flight tube is -2.10 7 Torr with no gas load and ~7.10-6 Torr

under normal operating conditions (4 atm He @ 10 Hz, 300-400 As per pulse from pulsed

nozzle) as measured with a nude ionization gauge (Duniway Stockroom Model I-075-P

w/Granville-Phillips 271-004 gauge controller). The ionization gauge reading listed here

has been corrected for gauge sensitivity to He [14].

The power supplies which provide all high voltages to the mass spectrometer are

interlocked to the ionization gauge controller. The ionization gauge controller operates a

relay which provides power to the HV power supplies. The controller is set so that when

the pressure in the ion flight tube rises above 1. 10 s Torr, all voltages in the mass spec are

turned off. The interlock circuit is described in the Granville-Phillips operating manual.

(The high voltages are not immediately grounded, but decay to ground with the time

constant of the particular circuit to which they are attached.) Interlocking the HV power

supplies to ionization gauge controller helps to protect the MCP detector from accidental

exposure to atmosphere. The MCPs will arc over (self-destruct) when exposed to

pressures 0(10 4 Torr) [18].

The molecular beam is skimmed by 0.5 mm dia. molecular beam skimmer (Beam

Dynamics, Inc., St. Paul, MN) -10 mm after it leaves the ablation channel. The skimmed

beam of neutral enters the ion extraction region of the TOF-MS. The species are

interrogated in the center of the extraction region, halfway between the extraction and

acceleration grids. Figure 1.8s depicts the photoablation source in relation to the ion

extraction region of the TOF-MS. The ion extraction region is shown in a cut-away view.

The scale of Fig.1.8a is approximately 2:1. Figure 1.8b is a photograph of the ion

extraction region and photoablation source in the source chamber. Figure 1.9 is a scale

drawing of the ion extraction region. The separation between the extraction and

acceleration grids, as well as the acceleration and ground grids is 1.27 cm.

The extraction (a.k.a. repeller) and acceleration grids are normally held at a DC voltage

-1500 V. After ions are created by REMPI or double resonance excitation, a brief DC

pulse applied to the repeller plate sweeps the ions into the acceleration region. The

extraction pulse exceeds the DC bias of the extraction and acceleration grids by -165 V.

(The particular extraction voltage used will be discussed later in this section.) The

extraction pulse has rise and fall-times of -20 ns and an adjustable duration which is

usually kept at -5 gs. It takes the ions -1 pAs to move from their point of formation to the

acceleration region with the above mentioned operating parameters. R.M. Jordan Co.
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claims that operating their high voltage pulser2 biased at >1500 V increases the risk of

pulser FETs and internal power supply shorting out. Higher voltages increase the risk of

electrical discharge between the repeller and acceleration grids or between the HV lead wire

external to the ion extraction assembly shroud, but internal to the vacuum chamber. The

high voltage pulser is designed to drive a high impedance, 0(100 MD), load. Electrical

discharge reduces the impedance to near zero, causing the Pulser to attempt to maintain its

output voltage at an extremely high current and subsequently short itself out. This claim

was validated in the autumn of 1993 when operating with pulser biased at +2500 V, the

extraction pulse voltage at +270 V, and photoablating Mo with He carrier gas to produce

Mo2. Residual Mo + from the photoablation process initiated arcing between the lead wires

to the repeller and ground grids, resulting in the shorting out of ALL semiconductors inside

the Remote Pulser. This problem was solved coating the exposed lead wires to the ion

extraction region with RTV silicone sealant.

The ion extraction assembly (repeller, extractor, and ground grids) is covered in a Ni-

plated shroud. An Au-plated shroud is also available for use and may be interchanged by

disconnecting the lead wires to the ion extraction assembly and removing the appropriate

mounting screws. The process requires essentially complete dismantling of the portion of

the mass spectrometer residing in the Source Chamber. The change-over process is time

consuming, but not technically difficult. Extra care must be taken not to break the electrical

lead insulating tubes. The tubes are made of Alumina and are fairly brittle. If a tube should

break, it may be replaced with a thermocouple wire insulating tube (available in standard

diameters, but custom lengths from Omega Engineering). The Au-plated shroud was the

shroud originally installed in the mass spec. It was replaced when using Hg in the

molecular beam, as Hg is known to contaminate Au.

The molecular beam axis is normal to TOF-MS axis. When neutral species travelling in

the beam are ionized, they must be accelerated in the direction of the MCP detector. The

ions gain virtually all of their detector-directed kinetic energy between the acceleration and

ground grids. After leaving the acceleration region, the ions travel at a constant velocity

down the 1.2 m flight tube to the dual microchannel plate detector. The point of ion

formation and the center of the MCP detector (should) define a line parallel to the floor of

the laboratory. The ions have an initial velocity in the direction of the molecular beam, i.e.

normal to line defined by the point of formation and the detector center. The extraction and

acceleration fields are oriented normal to the molecular beam direction. The application of

' The high voltage pulser is referred to as the "Remote Pulser" in the R.M. Jordan Co. product literature. It
is a 5" x 4" x 1" black box with 3 SHV and 2 BNC connectors as is placed in series between the repeller
grid and HV power supply.
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these fields will turn the ion flight path by <90°. In order to direct the ions into the detector

(and to simulate a 900 turn) the ions' residual translational velodity in the direction of the

molecular beam is compensated for by deflection grids located immediately after the

acceleration region. The velocity of the molecules in the molecular beam is nearly that of a

beam of the pure carrier gas, 0.177 cm/ps. Ion flight times are 0(10 gs), so the application

of extraction and accleration fields without xy-compensation beam could easily result in the

ion packet missing the detector: distance traveled in the direction of the molecular beam

during transit to the detector = 10 ps0. 177 cm/gs 2 cm - diameter of MCP detector.

The mass spectrometer is based on the design of Wiley and McLaren [17]. Wiley-

McLaren mass spectrometers are "space focused" instruments. A space focused TOF-MS

has its operating voltages set so that ion flight times are as insensitive as possible to the

point of ion-formation, and hence kinetic energy acquired, in the extraction region. The

advantages of this design are high mass resolution and simplicity of construction (no

magnetic fields, pulsed electric field optional). Ions produced in the extraction region of

the mass spectrometer are identified by their time of flight from their point of origin to the

detector. Wiley and McLaren derived a formula for the ion flight time as a function of

spectrometer dimensions and electric fields (The instrument dimensions listed subsequent

to Eq.(1.6) are those of the R.M. Jordan Co. mass spectrometer and are included for the

purpose of quantifying its operating characteristics.):

M~r- 2-Fk 1
t 1.018 2 x,+ i+. X +x d], (1.6)

t = ion flight time [gs],

M = ion mass [amu],

U, = ion kinetic energy [eV],

x, = distance traveled in extraction region .2 1.27 cm,

x, = distance traveled in acceleration region = 1.27 cm,

xd = length of drift region = 117 cm,

Utr = q[x.E + x ,E,], (1.7)

k XE +xaEa (1.8)

xE,

E, = Extraction Field [V/cm],
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E, = Acceleration Field [V/cm].

The space-focusing criterion is determined by differentiating Eq.(1.6) and setting the

derivative equal to zero:

at=0. (1.9)
ax c

In order for Eq.(1.9) to be a minimum, the second derivative of t(xe) must be greater than

zero:

t > 0. (1.10)
ax,

Equation (1.9) may be used to determine the optimum drift tube length for a particular

set of extraction and acceleration voltages and separations between the extraction,

acceleration, and ground grids:

xd (optimum) = 2xV3[1- k x1 ] (1.11)

Equation (1.11) may also be inverted to determine the parameter k, where k is defined by

Eq.(1.8). It is convenient to express k in terms of the ratio of acceleration to extraction

voltages. The ratio of acceleration to extraction voltages is defined here as p. For the

extraction-acceleration configuration pictured in Fig.(1.7) with x, = 2x,, k = 1 + 2p. When

p>> 1,

x (optimum) x,8i[ 1 2 p+ -. = 8 - E.) x,. (1.12)

For an acceleration-to-extraction field ratio of 10 and an acceleration-ground grid separation

of 1 cm, the optimum flight tube length is approximately 90 cm. The question arises,

"Why not more evenly match the acceleration and extraction fields and keep both fields low

to lengthen the ion flight time, thereby shortening the optimum length of the flight tube?"

The answer to this question lies in Eq.(1.10). Equation (1.9) is a minimum only when

E]q.(1.10) is satisfied. Space-focussing [19] requires:
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[, X 3d (1.13)
2

or, in terms of the parameter, p,

x, < 1+ 2pXd (1.14)

When the extraction and acceleration voltages are equal, p = 1 and the space focussing

criterion can never be met. Similarly, the space focussing criterion can never be met when

the extraction voltage exceeds the acceleration voltage. Numerous researchers have sought

to improve mass resolution by incorporating a time dependence of spatial gradiant to the

extraction or acceleration fields [20 and refs. therein]. Improvements in mass resolution

can be significant, such would probably not be noticable in the present experiments because

they do not push the performance limits of the existing system.

The length of the flight tube could be shortened by choosing a slightly larger extraction

to acceleration field ratio. For an acceleration voltage twice the extraction voltage, p = 2,

the flight tube length need only be 5 times the separation of the acceleration and ground

grids to satisfy the space focussing condition. The consideration turns now from space-

focussing to mass resolution. Wiley and McLaren also show that the maximum m/z for

which adjacent mass peaks are resolvable is

M /amu = 6k(.J < 16[1+ 2p]. (1.15)

For the case of p = 2, Eq.(1.15) shows the maximum m/z is -80. The R.M. Jordan Co.

instrument is designed for resolution of m/z < 300. Such resolution requires p - 10 and,

from Eq.(1.12), a longer flight tube. Since the geometry of the mass spectrometer is fixed,

p is adjuxted by varying the voltage applied to the acceleration and extraction grids. The

manufacturer did not provide an optimum value of p in the instrument operating manual, so

p must be determined by plotting the LHS and RHS of Eq.(1.l 1) versus p and finding the

point of intersection, as shown in Fig.(1.20). For this mass spectrometer, the optimum

acceleration to extraction field ratio is 10.24:1. A variety of molecular species that have

been generated in the ablation source. The flight times of those moleecules under standard
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operating conditions (see Table 1.2, operating parameters for CaF production) is depicted

in Fig. l.11.

The variation in ion arrival time with distance traveled in the extraction region can be

determined by differentiating Eq.(1.5) with respect to x. The variation in arrival time with

distance travelled in the ion extraction region is important for two reasons:

1) Quantifying the loss of mass resolution due to the inevitable creation of a

physically large, > 1 mm dia., ion packet in the extraction region.

2) Quantifying the change in arrival time of a particular mass due to changes in

position of the ionizing laser. What happens when the ionizing laser beam is

misaligned by 0.5 mm?

The term in brackets on the RHS of Eq.(1.6) is:

2.vr+A2x , + xd = xd. (1.16)

Equation (1.6) is therefore well approximated as:

t = 1.018 Mx . (1.17)
2U 

The dependence of arrival time on xc may be expressed in terms of partial derivatives,

at a ( at *a1Uv,,. (1.18)
Dx. LU, ax.)

'The partial derivatives in Eq.(1.18) may be determined from Eq.(1.17):

at _ t (1.19)

aut Ut,

and,

= qE.. (1.20)
axe

Substitution of Eqs.(1.19) and (1.20) into Eq.(1.18) yields:
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at_ qE, -E.
=- t = t. (1.21)

axe Utr xeE + xE,

The change in ion arrival time due to changes in the point of formation of the ion packet is

then:

-E.At tax, . (1.22)
xE + x,E,

After consulting Table 1.2 to determine values of E, and E, to use in Eq.(1.22), one

discovers that moving the point of ionization 0.5 mm closer to the acceleration grid would

cause CaF ions to arrive at the detector -40 ns later than if they had been created precisely

half way between the extraction and acceleration grids. Fortunately, 40 ns corresponds to

only 0.3 amu at M = 59 amu.

Differentiating Eq.(1.1 1) with respect to M yields,

at t
at= t (1.23)

aM 2M

Equations(1.21) and (1.23) may be combined and expressed in differential form to see how

the width of a mass peak, SM, is dependent upon the spatial width of the initial ion packet,

8x.:

SM = 2M E.8x. (1.24)
x.E . + xaE

Mass resolution is lost when SM > 1 amu. Assuming an unfocussed ionization laser beam

intersecting the molecular beam, 8x. = 0.05 cm, and the typical operating voltages listed in

Table 1.2, M = 1 amu when M 200 amu. Figures 1.12a and 1.12b depict the 1+1

REMPI generated mass spectrum of Mo2+. The spectrum was recorded using a focussed

laser beam, i.e. x, << 0.05 cm. Figure 1.12a shows ion signal as a function of arrival

time. In Fig.1.12b, ion arrival time has been converted to mass-to-charge ratio. The

intensity of the mass peaks in Figs. 1.12a and b do not mirror the natural abundance of Mo2

isotopomers because those isotopomers having absorption transitions resonant with the

PROBE laser wavelength are preferentially ionized.
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Table 1.2 Operating Voltages for Time-of-Flight Mass Spectrometer

PARAMETER CaF CaCI

Mass[amu]/Charge[Z] 59 75, 77

Repellor Voltage +1500 V * +1500 V*

Extraction Pulse Voltage +165 V * +185 V *

Extraction Pulse Duration 1.5 s

x-y Deflector Voltage +50 V * +65 V*

Flight Tube Liner Voltage +100 V

MCP Bias Voltage -1400V--1750V -1450V--1700V

* Relative to flight tube liner voltage. The flight tube liner voltage and MCP bias

voltages are relative to laboratory ground.

The gain of the dual microchannel plate detector biased at -660 V/plate is -8 .104. The

detector has an output impedance of 50 . The detector output is sent directly into a

Hewlett-Packard 461A preamplifier (50 f2 input impedance, 0-150 MHz frequency

response) operating with +20 dB gain. The amplified signal is sent to a boxcar signal

averager (SRS Model 250) and is simulaneously monitored on a 150 MHz analog

oscilloscope (Tektronix Model 2450). With MCP detector biased at -660 V/plate, the

preamplifier produces a 1.5 V peak signal at MCP saturation. Useful signal levels, as

monitored on the oscilloscope, are in the range of 0.1-1.0 V under these conditions. Care

must be taken not to saturate the detector by exposing it to unnecessarily high ion fluxes.

The microchannels will eventually become clogged by the deposition of ions on the detector

surface. The microchannel plates cost 0($1000) each to replace, so it is wise to extend the

detector lifetime as much as possible.

The temporal profile of the ion peaks appears pseudo-Gaussian with a FWHM of 20-

100 ns when the intensity of the ionization laser is uniform over the width of the molecular

beam. Spatial inhomogeneities in the ionization beam profile produce temporal

inhomogenities (rising edges or tails) in the ion signal at the detector. This is a result of the

space focussing condition of the Wiley-McLaren design, Eqs.(1.6) and (1.21). The boxcar

averaged signal is sent to a 12 bit A/D converter and then recorded on a personal computer

(Quantex 386, 40 MHz w/ a Data Translation data acquisition board).
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1.4. Lasers and Wavelength Calibration

Two different tunable dye lasers have been used for ID-OODR spectroscopy of CaF: a

Lumonics HyperDye 300 and a Lumonics HyperDye 550. Both dye lasers were pumped

by a Spectra Physics DCR-1A Nd:YAG. A block diagram of the laser table with the

HyperDye 300 and 550 arrangement is shown in Figure 1.13. The diagram is

approximately to scale with 1" approximately equal 3'. The Spectra Physics YAG lasers

were operated without any custom modifications and operated within the parameter space

specified by Spectra Physics. The DCR-1A was manufactured in 1980 and because of its

age required considerably more maintainance than the other lasers in the lab. Specific

repairs and maintainance procedures are described in its logbook.

The Lumonics dye lasers have Littman-design oscillators [211 and are also run in the

oscillator-amplifier configuration. The oscillator cavity mode spacing is 0.018 cm ' (6 GHz)

[22]. Typically three longitudinal cavity modes survive in the HyperDye oscillators,

although these modes are not fully developed due to the fact that the dye gain is extracted

for the dye after only several cavity round trips. Appendix 4.A of Ref.[22] includes a

single-shot linewidth measurement of a HD-300 using a Fabry-Perot etalon . The

HyperDye oscillator behaves as a hybrid between a grating spectrometer and a stable laser

resonator.

Both the HyperDye 550 (HD550) and HyperDye 300 (HD300) were run with the

oscillator and amplifier dye cirulation separated so that the oscillator and amplifier dye

concentrations could be varied separately. (Lumonics ships those lasers with a single dye

circulator for the oscillator and the amplifier.) When using a line in the A2fI3,-X 2 £;(0,0)

band as a PUMP transition, the HD550 was used as the PUMP laser. The wavelength of

the PUMP transition is A-X(0,0) PUMP is -603.9 nm. Kiton Red 620 (Exciton, Dayton

OH) was used in the oscillator (-2.0-10 4 M in methanol) and amplifier (-1.5-10 4 M in

methanol). The longest wavelength which could one-photon ionize the A21'3, level excited

by the PUMP was -328.5 nm. The PROBE laser used in conjunction with the A2113
PUMP is the HyperDye 300. The HD300 was operated with 200 mg/ DCM (Exciton,

Dayton OH) in 4:1 Methanol/Propylene Carbonate in the oscillator and 150 mg/ DCM in

4:1 Methanol/Propylene Carbonate in the amplifier. In order to generate the UV PROBE

wavelength, the output of the HD300 was frequency doubled by an angle tuned P-BBO

crystal. The doubling range of the crystal is approximately 540-700 nm. The conversion

of red to UV was found to be fairly efficient near the peak of the DCM gain curve. It was

found that with 73 mJ of 532 nm pump excitation from the YAG (-10% to the oscillator),

the HD300 would produce 6-7 mJ of red and 700-800 PJ of UV. The UV power used in
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the ID-OODR experiment was typically <100 J. As the HyperDye wavelength was

scanned, the UV output power was maximized with an active feedback 'autotracker' circuit

based on a design of Ref.[23].
When a line in the C2 IH3 -X2 E+ (0,0) band was used for the PUMP transition, the

HD300 became the PUMP laser and the HD550 was used as the PROBE. The PUMP

wavelength was -330.9 nm, which meant that DCM was still used in the HD300. The

longest wavelength which could one-photon ionize the C2I3n level excited by the PUMP is

-596.3 nm. The HD550 was run with Rhodamine 610 in the oscillator (-2.0-10 4 M in

methanol) and amplifier (1.0-1.5-104 M in methanol).

Absolute wavelength calibration of the dye lasers was accomplished by recording

fluorescence excitation spectra of I2 or optogalvanic spectra of Ne. The iodine fluorescence

excitation spectrum was recorded by observing emission well to the red of the excitation

wavelength. The absolute 12 linepositions were taken from Ref.[24]. Laser scatter was

greatly reduced by place a 'red-pass' filter before the photomultiplier tube. The output of

the PMT (typically a Hamammatsu R928 biased at -- 700 V) was sent directly to an SRS

250 boxcar and was conditioned in the same manner as the singal from the microchannel

plate detector.

The optogalvanic spectra of Ne were recorded by focussing O(10 PJ) of PROBE laser

light into the discharge region of a Ne hollow cathode lamp. It was necessary to focus the

beam in order to observe two-photon absorptions in Ne. Low powers were essential

because higher powers ablated the cathode, resulting in electrical noise which swamped the

optogalvanic signal. A electronic circuit for use with Ne optogalvanic detection may be

found in Ref.[22]. Relative wavelength calibration was accomplished with a 0.67 cm-' free

spectral range etalon (Optics for Research, Stock#IE-5.0-R4; 1" dia., VIR coating >90%

reflective from 550-780 nm, finesse=10). The atomic lamp used for optogalvanic

spectroscopy is a Photron P863 U/Ne lamp sold by Starna Cells, Inc. of Atascadero, CA.

The technique was found to work quite satisfactorally for modest laser powers. One-

photon transitions in Ne are well documented [25]. The optimum discharge current

depends upon which Ne metastable level the optogalvanic transition originates from. The

higher energy the level, the higher the requisite discharge current. Increasing the power

dissipated in the lamp increases the temperature of the plasma and the population in higher

energy levels increases. The lamp monitor signal is not 50 Q terminated, but is input

directly into a boxcar signal averager. The peak optogalvanic signal arrives 2-5 gs after the

laser pulse. The optimum boxcar gate width is in the range of 2-5 gs with a sensitivity of

5-10 mV.

35



A number of two-photon optogalvanic transitions in Ne were observed between 725

and 737 nm by focussing a fraction of the dye laser output, 0(10' gJ), in the center of the

Ne plasma. These lines were particularly useful in calibrating the dye laser in this

wavelength region, as I2 fluorescence excitation is difficult at these wavelengths. Table 1.3

lists the calculated wavelengths of the transitions as well as the originating, E", and

terminating, E', states. The term values are taken from Ref.[26]. In general, the best

signal-to-noise ratios were obtained with the lowest discharge currents, < 5 mA, which

corresponds to a discharge voltage of -200 V.

Table 1.3 Two-Photon Absorption Transistions Observed in the Optogalvanic Spectrum of

Ne Between 725 nm and 736 nm.

2k, / nm E' / cm' E" / cm'l

736.7032 161 607.26 134 459.29

735.9075 161 636.62 134 459.29

734.2043 161 699.66 134 459.29

734.1561 161 701.45 134 459.29

728.1256 161 509.63 134 041.84

727.7402 161 524.17 134 041.84

725.9922 161 590.35 134 041.84

725.5467 161 607.26 134 041.84
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Figure 1.lb. Photograph of Laser Ablation-Supersonic Molecular Beam
Source with Time-of-Flight Mass Spectrometer.
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Reactant and Carrier Gas In

Pulsed
Electric

Valve

Target Rod
Mounting

Block

'alve

:r Gas Channel

Target Rod I
0.257" Entry (Channel

Figure 1.2a. Puzzle nozzle and Ca target mount. An expanded view
of the target rod holder is shown in Fig. 2.3b.
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Figure 1.2b. Close-up view of pulsed nozzle and target rod holder depicted
in Figure 1.2a. The battery in the upper right corner provides voltage
across the ion deflection electrodes. The ion deflection electrodes are the
two pieces of copper separated by the white ceramic stand-offs at the bottom
center of the photo. (The electrodes are separated by 1".) The ablation laser
pulse enters the target block through the hole seen just below the geometric
center of the photo.
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Pulsed Valve

Pulsed Valve
Orifice:

0.5 mm dia.

ore)re

Target Channel Target Rod Channel: Carrier Gas Channel:
Counterbore: 0.375" dia., 0.257" dia. 0.041" dia. before pt. of ablation,
accepts Teflon inserts 0.086" dia. after pt. of ablation

Figure 1.2c Cross-sectional view of target rod holder. Pulsed nozzle
image shown to scale as scanned from General Valve product literature.
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Ca target rod
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ne ceservlor ka-j am) a rursea v alve
(General Valve Series 9, 0.5 mm orifice)

Ablation beam (532 nm)

I- -I.CaF Molecular Beam

0.5 mm dia. Molecular Beam Skimmer
(Ram vnnamie Tnr 

Extraction Region
Time-of-Flight Mass Spec

(end view)
Ion Extraction and
Acceleration Grids

Figure 1.3. Photoablation-Molecular Source with TOF-MS
Ion Extraction Assembly.
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Figure 1.6. Rotational temperature of photoablation produced CaF.
Carrier gas is 50 psig He.
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Figure 1.8a. Laser ablation-molecular beam source with
extraction region of time-of-flight mass spectrometer.
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Figure 1.8b. Laser ablation-Molecular Beam Source (top) with extraction
region of Time-of-Flight Mass Spectrometer.
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Figure 1.9. Mass spectrometer head. Approximate scale is 4:3.
The image was scanned from R.M.Jordan Co. product literature.
The mass spec head and flight tube are pumped by the same
liquid nitrogen trapped diffusion pump.
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Figure 1.11. Ion flight time vs. mass at standard
Vext = +160 V, Vde, = +1500 V, 1.2 m flight tube.
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Figure 1.12a. Time-of-Flight mass spectrum of Mo2 generated by
1+1 REMPI at 314 nm. Spectrum plotted to demonstrate time resolution.
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CHAPTER 2

Experimental Strategies

During the course of characterizing the laser ablation source and developing new

strategies for probing CaF Rydberg states, four different laser spectroscopic techniques

were considered:

· Fluorescence Excitation / Fluorescence DetectedOptical-Optical Double Resonance

(OODR),

* Fluorescence Dip,

* 1+1 (one color) Resonance Enhanced Multi-Photon Ionization (REMPI),

· Ionization Detected Optical-Optical Double Resonance (ID-OODR).

All of the data analyzed in Chapters 4 and 5 was recorded using ID-OODR The

experiments involved populating a single rotational, parity level in the A2rI3n, v=0 or

C2
rl 3 , v=O excited state with a narrow bandwidth (Av = 0.10 cm-'), wavelength tunable,

pulsed dye laser and then exciting transitions to Rydberg levels from the intermediate level

with a second dye laser possessing operating characteristics (bandwidth, pulse duration,

pulse energy) similar to the first. The vibronic energy of the Rydberg levels prepared by

the second laser pulse was in excess of the lowest ionization threshold of the neutral

molecule. The Rydberg levels promptly (- 1 ns or less) ionized by transferring one

quantum of vibrational energy from the CaF* ion-core to the Rydberg electron. The energy

from one quantum of vibration was sufficient to excite the Rydberg electron into the

electronic continuum and generate a CaF cation in its vibrational ground state. The CaFe

cations produced in this manner were promptly detected in the TOF-MS described in the

previous section.

While ID-OODR proved to be the most efficient detection scheme for the Rydberg

states discussed in this document, each of the other three techniques have their strong

points. One should not be beholden to a particular scheme, but be open to switching

strategies to suit the goals of the experiments. Fluorescence excitation and fluorescence

detected OODR generated virtually all of the data on CaF electronic structure prior to this

work. Fluorescence dip has proved useful in the analysis of CaCl electronic structure.
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Each technique's advantages and disadvantages is discussed individually. Particular

attention is paid to the advantages of ID-OODR over alternative schemes. A generalized

experimental strategy for probing molecular Rydberg states is presented and discussed with

respect to investigations of CaF electronic structure.

In double resonance experiments, the laser pulse which excites the molecule from its

initial state to the intermediate state is called the "PUMP" pulse. The laser pulse which

excites the intermediate level to the final resonant state is called the "PROBE" pulse.

2.1. Fluorescence Excitation

Fluorescence Excitation, commonly referred to as Laser Induced Fluorescence, is likely

the most commonly used laser spectroscopic molecular probe. Fluorescence excitation

experiments typically involve one or two narrow band tunable dye lasers and a

photosensitive device (photomultiplier tube, CCD camera, intensified diode array) capable

of detecting emission from the molecules of interest. A typical one laser experiment

involves excitation of a molecule from its vibronic ground state to an electronic state with

several eV of electronic energy (1 eV = 8065 cm'). The wavelength of the laser is scanned

to generate high resolution spectrum over a wide region, O(102 - 103 cm4n). If fluorescence

from the excited state is detected at a wavelength longer than that used to excite the

transition, the scattered light from the excitation laser can then be suppressed with a

dichroic mirror or colored glass filter and the emission from the excited state may be

detected against near zero background.

The fluorescence excitation experiment may be modeled mathematically as a two-level

system having relaxation channels. [See Fig.2.1] The time-dependent populations of

states 10> and 11> are functions the rates of induced absorption, stimulated emission,

spontaneous emission, and non-radiative relaxation rates. The relevant rate equations are

[e.g. 1]:

1N0 (t) = -Blop(o, t)NO(t) + [B0op(o, t) + A ]N (t), (2.1a)

Nl (t) = B 0p(co, t)N0 (t) + [B0,p(co, t) + A01 + Al,b + 13 ]NI(t). (2.1 b)

The quantities B and B, are the Einstein coefficients of induced absorption and

stimulated emission; Ao is the coefficient of spontaneous emission from II> to 10>; Abh

is the coefficient of spontaneous emission of II> to states other than 10>; is the rate of
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non-radiative relaxation of I>, and p(co) is the spectral energy density [J m '3 ] of the

radiation field at excitation frequency o. For the purpose of evaluating these expressions in

terms physically intuitive, experimentally measurable parameters is useful to rewrite

Eqs.(2.la-b) in terms of the absorption cross-section [cm2 photon'] of the 11>-0>

transition and the excitation laser flux [photons cm 2 '1]. The system responds to the

square of the electric field amplitude. Assuming the square of the field amplitude is

constant over the duration over the duration of the excitation pulse, the energy density may

is approximated as, p(o,t) = p(co). The laser flux is related to the spectral energy density

by,

F(o,t) - p(o, t), (2.2)
hCo

where co is the angular frequency of the excitation field. The induced absorption and

stimulated emission rates may be expressed as the product of the laser flux and a frequency

integrated absorption cross-section. The frequency dependent cross-section reflects the

lineshape of the absorption feature.

a 10(o~pmp)F(opu) & (o10io(o)dco -= Jo B, (o)p(o)dco. (2.3)

Dropping the w notation, the population rate equations in the new notation are:

o0(t) = -ao0FNo(t) + ( 10F + klrnd)N (t), (2.4a)

N1l (t) = ao0FNo(t) + (o 0F + kl., + klbe, + 13 )N(t), (2.4b)

where,

ho
10 =- Bo, (2.5)

c

krl,ad = Ao, and kl,bth = Al,th. A more sophisticated derivation of Eq.(2.5) has been

demonstrated elsewhere [2]. The integrated absorption cross-section can also be expressed

in terms of the transition dipole moment by substituting the expression for the coefficient of

induced absorption [2] into Eq.(2.5):
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oI = 'oIv,1o012 = 2.69 ' 10-6 lao12 cm2, (2.6)
3heo

where v 10 is the transition energy in cm-' and go is the transition dipole moment in Debye.

Eqs.(2.4a-b) form a system of two linear, first-order differential equations and may be

solved as an eigenvalue problem:

etO - X G1oF + kd(2.7)

e[ t loF -(( 1oF + kl,a + klth + p1) - (2.7)

The solution to Eqs.(2.4a-b) is:

No(t)1 [lOF + kd leX t alOF + kdle+t (28)

LN1 (t)J C Lol 0 F+X+ [ +2 0lo F+ j

where X+ and x are the two roots of Eq.(2.7), and c and c2 are determined by the

boundary conditions,

ENO(t = 0)] [N (0)1 (2.9)

N (t= 0)jL 0-

Our interest is in the relative populations of No and N1 at time , when the excitation laser

pulse terminates. The solution of Eq.(2.7) evaluated at time is:

No )=No(0)[B][(a oF -2 (A - B))eaIOF - (A + B)Ie 2(A'

(2. 10a)

(tOF (A - B)I(iOF - (A + B)) -

AN1- )2= N(O) 2 (B [et + beath+j)(2.1

A _ 2loF + (klf.ad+ k + + 1)

B [(2o 0F) 2 + (kl,d + kl,bth + i1) 2 + 4a1oFklrd]1/ 2

B A.
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At higher laser powers, the dominant rates in Eq.(2.10) are those arising from induced

absorption and stimulated emission. Each rate is the product of the absorption cross-

section and the excitation laser field. When the absorption and stimulated emission rates

greatly exceed the radiative and non-radiative decay rates,

N,() - 2 NO(0)[1- e -2'°O]. (2.11)

At low PUMP energies (2ao,oF << 1), the number of molecules excited to I1> is linearly

proportional to the excitation pulse energy, N,(x) _ a, 0 FXrNo(0). At higher PUMP

energies (aoF > 1), the exponential term in Eq.(2.11) approaches zero and N,() 

0.5-No(O). This condition is referred to as saturation of the PUMP transition.

After termination of the PUMP pulse, the population in I1> decays exponentially:

Nl(t + r) = -(kl.nd + klb.,h + 1) Nl(t + :) (2.12a)

N, (t + :) = Nl(l)exp[-(kl,, + kl be, + 13)t] (2.12b)

One-laser fluorescence excitation spectra are recorded by collecting emission from II>. The

number of photons collected is equal to the product of the photon detection efficiency, e,

the rate of photon emission, kl,,d+klbth, and the population of I> at time t+z, all integrated

over the collection time, t':

NCOUa = £f0(kl + kl,b)Nl(t + x)dt. (2.13)

In the limit of t' >> (k1.~ + k,b, + 3)- ,

NCOU = eN1(x)f, (2.14)

where,

,(I: k--d + h (2.15)

kld + kl.bth + PI

The quantity (f is the fluorescence quantum yield of I l>. If the primary mechanism of

relaxation from II> is emission of a photon, i.e. << krd+kbth or (If _ 1, then the
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observation of PUMP resonances is limited only by the efficiency of photon collection and

the ability of the PUMP laser to populate II>. Fluorescence excitation is an extremely

efficient technique for recording high resolution (laser linewidth limited) spectra of

transitions with large absorption cross-sections and near unity values of Of. If non-

radiative relaxation depopulates 11> at a rate greater than radiative processes, i.e. >

kd+lkb, or If << 1, the technique can prove problematic.

One-laser fluorescence excitation spectra are often recorded for the purpose of

thoroughly characterizing an excited state which will be used as an intermediate in a two-

laser experiment. Optical-Optical Double Resonance (OODR) spectroscopy is the two

laser analogue of fluorescence excitation. An OODR experiment (ideally) involves

populating a single rovibronic level with the PUMP laser, and then scanning a second

(PROBE) laser. The PROBE laser populates higher excited levels. [See Fig.2.2] If all

final states have equal (and non-zero) detection efficiency, an OODR spectrum has

information content equivalent to an excited state absorption spectrum.

The principal advantages of two-color fluorescence excitation spectra over one-color

fluorescence excitation are the detection of resonances from a single level and access to new

states unobservable from K)> (but observable from Il>) due to quantum mechanical

selection rules. PROBEing from a single excited level greatly reduces the density of

spectral features, thereby facilitating the assignment of individual transitions. The efficacy

of two-color fluorescence excitation may be hampered by the lack of a long lived (i.e.

lifetime longer than the PUMP pulse duration) intermediate state or by fluorescence

quantum yield, of, of the final state. Fluorescence detected OODR was not successful for

CaF Rydberg states with n*>10 because those states had poor fluorescence quantum yield.

2.2. Fluorescence Dip

The Fluorescence Dip technique is a variation on OODR. Instead of detecting the

PROBE resonance as a positive signal on a near zero background, PROBE resonances are

observed as a decrease in a steady state signal. One chooses fluorescence dip over

fluorescence excitation when the fluorescence quantum yield of the target state is low, but

the intermediate state is an efficient emitter. Two classes of electronic states which are well

suited to fluorescence dip detection are: 1) predissociated states (f = 0), and 2) highly

excited electronic (Rydberg) states, where the fluorescence lifetime greatly exceeds the

mean time between deactivating collisions or other non-radiative processes, again of = 0.
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Figure 2.2. States involved in fluorescence excitation and OODR
experiments. (a) One-color excitation. The PUMP frequency, v 0, is
scanned. Emission at v, is detected. (b) Optical-Optical Double
Resonance. The PUMP frequency, v10, is fixed and the PROBE frequency,
v21, is scanned. Emission at v2,is detected.
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The disadvantage of fluorescence dip is that it is not a zero-background technique. The

principal difficulty with the technique is that it requires an extremely stable molecule source

and PROBE laser.

One typically analyzes absorption and emission spectra to obtain the transition

frequency, intensity, and sometimes lineshape of spectral features. It will be shown here

that while fluorescence dip spectroscopy is a reasonably efficient means of determining line

positions, it is a much less efficient means of establishing the relative strength of

transitions. The dynamic range of the method is significantly less than that for fluorescence

detected OODR. In order to bring weak transitions above the detection threshold, it is

necessary to use PROBE pulse energies which will saturate the stronger lines. In order to

obtain intensity information equivalent to that in a fluorescence excitation spectra, it would

be necessary to record fluorescence dip spectra at multiple laser powers. The relative

intensities of transitions would be recorded for each spectra and the correct relative intensity

would be determined by extrapolating back to zero PROBE laser intensity.

The fluorescence dip, D, is defined as the ratio of the difference in fluorescence signal

from II> when X2 is off- and on-resonance to the off-resonance fluorescence signal:

D m_ N 1(2 ) N (2.16)

where 2 is the PROBE laser wavelength. The signal on which the dip is detected is

proportional to the number of molecules in I>,

S(%1 ) = k(X1)N ( 1 ) _ k°N ( 1 ), (2.17)

where Xi is the PUMP laser wavelength. The fluctuations in the fluorescence signal limit

the sensitivity of the experiment. When X is off-resonance,

8S(. ) _ 8Nl(2 f) .
BS(X_ = SN,(r2 (2.18)

s(2ff) N,(X2)

If the PUMP and the PROBE pulses do not temporally overlap, then the 12>-11> transition

is a two-level problem like that discussed for fluorescence excitation. Evaluation of

Eq.(2.11) shows that fluctuations in N are minimized when the PUMP transition is

saturated and,
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&S(e) _SNoO(x2) (2.19)
S(X2) No(2)

For an oven source operating in conjunction with a 10 Hz pulsed laser system,

(No/N 0 )-NO(0.01). Fluctuations in number density in a high-temperature oven typically

occur on a time scale much greater than 100 ms. If the sample is a permanent gas

(8No/No0 )0. For a laser ablation source, 30% shot-to-shot fluctuations in number density

are not uncommon due to inhomogeneities in the target surface.

As there is no coherence between the PUMP and PROBE transitions, the PROBE

depletes the population in I1> in the same manner that the PUMP transition depleted

population in 10>. Eqs.(2.4-2.7) may be used to describe the PROBE transition simply by

changing the "1" and "0" subscripts to "2" and "1" and treating the problem in the same

way as the fluorescence excitation problem. It is then straightforward to determine the

population in I1> at the termination of the PROBE pulse, t=t2 .

1 ( 1 (AB)Nl(,r2)N- NlQr1 [ 21F - (A - B) 2 ( 2-( 21F - -(A + B)) 2 ]

(2.20)

A 2 21F + (k2,.d + k2,.bth + 02) 

B [(2a21F)2 + (k2,d + k 2,b + 1, 2 + 4 2 1 Fk2 ] /2

There are four limiting cases of Eq.(2.20) which need to be considered:

1. Weak PROBE (2a 2 lFr << ), slow non-radiative relaxation of 12> (2 <<

k2.rd+k2,bath); (21Fr >> 02)1

2. Weak PROBE (2c 21,F << 1), fast relaxation (2 << 2+kb,); (a 21F; << 32),
3. Strong PROBE (2a 2 Fx >> 1), slow relaxation (2 << kt+k, ); (a 2 1F >> 132)

4. Strong PROBE (2a 2lFx >> 1), fast relaxation (2 << k2 md+ 2 b.h); (a 21F << 32).

The fluorescence dips in each of the four limiting cases are given in Table 2.1.
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Table 2.1 Fluorescence Dip Signal from Eq.(2.16) in the

Four PROBE/Relaxation Limiting Cases

Slow losses Rapid losses

Weak PROBE o2 Fx << 1 o aFx << 1

Strong PROBE 0.5 1

In the weak PROBE cases, the rate limiting step in the depletion of II> is the induced

absorption rate. The dip signal depends linearly on the PROBE pulse energy, Fr. When

the PROBE is strong, but the losses are weak, the transition saturates and the maximum dip

reaches 50% of the off-resonance fluorescence signal. This is the result expected from

Eq.(2.11). When the loss rate is large, population in 12> is immediately lost forever upon

excitation from I1>; the ratio N2/N, remains - 0, the induced absorption rate remains high,

and the transition never saturates; increasing PROBE energy bleaches N. entirely. These

results are valid for incoherent PUMP and PROBE excitation. Coherent excitation can

generate dips > 50% for a system having 32=0. Coherent excitation does not occur in the

experiments discussed in this document. Both the PUMP and PROBE lasers operate on

multiple cavity modes. Neither the PUMP and PROBE pulses, nor the oscillations on the

cavity modes within each pulse have an analytic phase relationship.

In order to unambiguously identify PROBE resonances, the dip signal must be greater

than or equal to the fluctuations in the signal level. Equation (2.16) may be analyzed to

find the critical value of the dip for which its signal-to-noise ratio is greater than the

fluctuation level of N0, the number of molecules produced by the source. Equation (2.16)

may be rewritten as:

X
D = 1 -- , (2.21)

y

where,

N1( 2 ) = (-k)N0, (2.22)

where k is defined as the fraction of population removed from I11> by the PROBE pulse,

and,
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y N,(X2 )= (No,

when the PUMP transition is saturated. The fluctuations in the dip may be expressed in

terms of the on- and off- resonance populations of 11> by differnentiating Eq.(2.21) and

utilizing the relations in Eqs.(2.22) and (2.23):

SD = (8x) 2 + ( (y)2, (2.24)

aD 1=_ - , (2.25)
ax y

aD x
-aD (2.26)

ay y2'

The mathematical treatment is simplified by making the assumption that the parameter k

does not fluctuate from shot to shot. This is certainly not literally true, as k is dependent

upon PROBE laser intensity, however it is physically reasonable for the fluctuations in k to

be small relative to the fluctuations in number of molecules produced from shot to shot.

The remainder of this derivation proceeds with 8k = 0:

Sx = (1 - k) SN0,o (2.27)

8y = SN o. (2.28)

The source-related noise on the fluorescence dip is:

8D = ] (8N')2 + N(N ) 2 ' (2.29)

Substituting into Eq.(2.24),

SD = (1 - k)2(8N)2 + (1 k)2 ( ) = (1 - k) . (2.30)
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The fluorescence dip may be expressed in terms of initial state population, fluorescence

collection efficiency, e, and the depletion of the intermediate state,

'I - ½(1 k)NoE =D = 2 2 1-N k. (2.31)
2! N0

The S/N ratio on the fluorescence dip may be determined by combining Eqs.(2.19), (2.30),

and (2.31),

8D =d (1- k)SN (2.32)
D k No

While simply identifying the presence of a dip is sufficient to identify a line position, a S/N

>> 1 is necessary to accurately determine the relative intensity of spectral features. For a

given level of fluctuations in the molecule number density, on needs to know whether the

fluctuations in the dip signal will be greater than or less than the fluctuations in number

density. The dip signal will converge to its average value faster than the off-resonance

fluorescence signal when,

k < 1, (2.33)k

k > - = 0.586. (2.34)
+.T -

The critical value of the dip, D., above which the S/N on the calculated dip is less than the

S/N on the fluorescence signal is -0.6. For dips in excess of D,, the shot-to-shot

fluctuations in No are damped by the fact that the PROBE transition is saturated.

Unfortunately, PROBE transitions which generate only weak dips require very stable off-

resonance fluorescence signals in order to be detected. Evaluation of Eq.(2.32) indicates

that for a 10% dip induced by the PROBE laser the S/N on the off-resonance fluorescence

signal must be at least 13:1 to have dip S/N greater than unity. If the PROBE transition is

saturated, k = 2, the S/N on the dip is -1.4 times the fluctuations in the population of the

initial state. The dip will always be detectable if the intermediate state can be entirely

bleached. This make intuitive sense if one considers the case of a 100% dip. If there is

zero signal when the PROBE is on resonance, the ratio of the off-resonance to on-

resonance signal is infinite.

69



If the signal-to-noise ratio on the dip exceeds that of the fluorescence signal, then the

dip itself must be larger than the background fluctuations in order to be observed:

N(2 ) - N1(2 ) > 8S = SN0. (2.35)

When the PUMP transition is saturated, the LHS of Eq.(2.35) is the numerator of

Eq.(2.31), and Eq.(2.35) becomes:

2kN > S6N0, (2.36)

8N0D=k> -. (2.37)
No

This criterion clearly places practical limits on fluorescence dip experiments. If the

molecule source is noisy then the PROBE resonance must strongly deplete population in

I1> in order to be observed. Because the laser ablation source is prone to large shot-to-shot

fluctuations in CaF production, the technique was not used to detect CaF Rydberg states.

It should be noted however that the technique was quite successful for probing low-

Rydberg states of CaCI[4]. These states are strongly predissociated and did not have an

appreciable fluorescence quantum yield.

2.3. 1+1 REMPI

One color REMPI has become an increasingly popular technique over the past decade.

It retains much of the simplicity of fluorescence excitation (one laser, low tech. detector and

detection electronics, e.g. biased wire plus pre-amplifier plus boxcar signal averager), but

does not rely on the resonant intermediate state having an appreciable fluorescence quantum

yield. Because both photons are absorbed within the pulse duration of the exciting laser

(X-10 ns), only very rapid relaxation processes (k > 108 s-1 ) significantly reduce signal

levels.

While fluorescence excitation relies on the detection of emission from the excited state

or states populated by fast relaxation of the excited state, REMPI relies on the excited state

absorbing a second photon at the excitation wavelength to generate an electron-ion pair.

The resonances are not detected by observing emitted photons, but by collecting
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photoelectrons or ions. In practice, there are three factors to weigh when considering a

1+1 REMPI experiment:

1. Energy of intermediate state with respect to the ionization threshold.

2. Difference in initial state, intermediate state, and ion geometries.

3. Electronic transition strengths of resonant and ionization steps.

The energy criterion can be understood from Fig. 2.3. The resonant level, II>, will be

ionized by the absorption of a second photon of energy hv t only if (El-Eo) > (IP-E1).

The ionization potential of a neutral molecule is seldom less than 6 eV and more typically

closer to 10 eV. This fact precludes the use of 1+1 REMPI as a probe of low-lying, < 3

eV, valence states of many free radicals. The geometry of the intermediate state, I>, must

be similar to that of the ion in order for the ionization cross-section to be appreciable. This

is because the transition moment from the intermediate state to the ionization continuum is

proportional to the Franck-Condon factor of the intermediate-continuum transition.

The REMPI process may be treated as a kinetic rate problem as was fluorescence

excitation. The two processes may then be compared in terms of sensitivity to the resonant

state, Ii>. While the efficacy of fluorescence excitation relies on the intermediate state

having an appreciable fluorescence quantum yield, REMPI detection relies on the

intermediate state having an appreciable photoionization cross-section. After deriving an

expression for the ionization yield in terms of absorption and photoionization cross-

sections and radiative and non-radiative relaxation rates, that expression will be evaluated

under typically encountered experimental conditions.

The kinetic rate model is not new [5-7], but it is instructive to review and incorporate

realistic values of laser flux and absorption cross-sections for the purpose of comparison to

fluorescence excitation and other ion detection-based techniques. One can formulate the

rate equations from Figure 2.3. The result is simplified if the excited state, II>, can only

relax to the initial state, 10>. The relevant equations are as follows:

N0 (t) = -ao0 FNo(t) + [o 0oF + k,]N 1 (t), (2.38a)

N1(t) = ao0FNo(t) + [(a 0 + ai )F + kt + k + ]N (t), (2.38b)

lNi(t) = aiFNl(t), (2.38c)

where Nq(t) = Population in state I q > at time, t.

Implicit in the preceding equations is the assumption that the system is responding to an

incoherent excitation/ionization laser field of constant intensity over the pulse duration.
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Figure 2.3. Kinetic rate model for 1+1 REMPI.
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This approximation has been shown to be valid [7] when the duration of the laser pulse is

short relative to the lifetime of excited state, I >. The system of linear, first-order

differential equations in Eq.(2.38a-c) is solved as an eigenvalue problem nearly identical to

Eq.(2.7): -( +01 F + ) O 

-((ad + ai)F + k,+ kb, + h+)- 0 =0. (2.39)
iF -xi

After considerable algebraic manipulation, the time-dependent populations may be

expressed analytically in terms of cross-sections, laser flux, and initial population of the

ground state.

N0 (r) = N(O )[I(oF - -(k 2)-
k2 ' - (IoF - (k + k2 )e 

(2.40a)

N(t) = No(0) A [e'- - e 2 (2.40b)

Ni(t)= Ni(O)[I - -[(A + B)e 2 - (A - B)e 2 ] (2.40c)

where,

A 22 2 ,21F + (k2, + k + 12)

B [(2,,21F)2 + (k2,a + k2,b + 12) 2 + 402,Fkrad 11/2

Our interest is in the relative populations of N0, N, and Ni at time I, after the laser pulse

has terminated. One can evaluate these expressions in the low power, F0, and high

power, F-oo, regimes. At low laser powers, the number of ions created goes as the

square of the laser pulse energy. At high power, both the resonant and non-resonant

transitions saturate and ions are generated with near 100% efficiency.

At what pulse energies does one begin to see saturation of the resonant and ionization

transitions? If the resonant transition is allowed, its cross-section will greatly exceed that

of the excited state-ionization continuum transition. Equation (2.6) suggests that the

integrated absorption cross-section of an allowed transitions is,
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10- 13 cm 2 < o1 (typical) < 1011 cm 2 (2.41)

A transition at 300 nm having a transition dipole of 1 Debye has an absorption cross-

section of 10 ' cm2.

Typical photoionization cross-sections are several orders of magnitude smaller than

typical absortion cross [6,8]:

10-18 cm2 < Gphotoionizatiol< 10 '17 cm2 (2.42)

The photoionization cross-section depends on the transition dipole moment of the

bound-continuum transition in the same way the absorption cross-section depends on the

transition dipole moment between the two bound states. Fano and Cooper [9] derive a

general expression for the frequency dependent cross-section of a discrete transition in

terms of the oscillator strength of the transition (Berkowitz [8] examined their expression

qualitatively to get order of magnitude estimates of photoionization cross-sections.):

2n2e 2

o i - f(o), (2.43)
mc

where f(o) is defined as the oscillator strength of the transition.

) 2 m ( I (2.44)

Equation (2.44) must be integrated over the bandwidth of the exciting radiation to obtain

the result of Eq.(2.6). Fano and Cooper show that for a continuous absorption, Eq.(2.43)

has a slightly different form:

2X2 e2 df(co)
aio - (2.45)mc do

Substituting in the derivative of Eq.(3.30):

i 2 e2
2Ir = cI(e (2.46)

mc 3h 3
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where a is the fine structure constant. If the state being ionized is a valence state, the

transition moment integral accumulates at small r. (Valence state electronic wavefunctions

do not significant probability density at large r, but continuum wavefunctions do have

amplitude at small r.) A crude estimate of roi may be made using the knowledge that the
radial integral, (R,JrIRR,), is 0(1 A) = 1.10-8 cm. The fine structure constant is 0(10-2),

a = 1/137.037, and 4X2/3 = 10. The product of those three quantities suggests that valence

state photoionization cross-sections 0(1017 - 1018 cm2) may reasonably be expected.
The assumption that (i. Idfi,) = (R NlrR,) = 110-' cm neglects the

contribution of the vibrational wavefunctions to the transition moment integral. Under the

constraint of the Born-Oppenheimer approximation, the bound and continuum

wavefunctions may be expressed as the product of electronic and rovibrational

wavefunctions. When vibration occurs on a timescale much faster than rotational motion,

the wavefunction may be further separated:

q = Vd~VV (2.47)

The dipole moment operator operates only on the electronic and rotation coordinates of

the wavefunctions, so the Eq.(2.14) may be expressed as the product of an electronic-

rotational factor and a vibrational, Franck-Condon, factor:

a 4Oi ( vv Ier|r~vI(1v "I ivii (2.48)

The rotational linestrengths of photoionization transitions have been previously investigated

[10], however as the detection process usually does not discriminate different rotational

levels of the ion, the term on the LHS of Eq.(2.45) involving rotational and electronic

wavefunctions is treated simply as an electronic factor. The Franck-Condon factor will be

unity if the bound and continuum states have identical geometries. The Franck-Condon

factor may be calculated assuming the bound state and ion move on displaced harmonic

oscillator potential energy curves or, more accurately, by calculating vibrational overlap

integrals using RKR potential energy curves.

A more rigorously derived 'canonical' value of ai may be determined by calculating the

cross-section for the hydrogen atom. The transition dipole moment of the H ls-£p

absorption has been calculated exactly (assuming no relativistic effects) by Bethe and

Salpeter [11]. Because the radial wavefunction of the H s orbital has a simple analytic

form,
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R10(r) = e-r, (2.49)

the transition dipole moment was found to have a relatively simple analytic form,

2a0 2 i ejIO (2.50)
e 2 1 + K2 1-e-2x

where - 1/2-, and e is the energy of photoelectron (in atomic units). The cross-

section depends on the wavelength of the ionizing photon. The particular dependence of

o,,, on the energy, E, of the ionizing photon is determined by substituting for K:

1 1 1
E = -+= (2.51)

2 (2.5)

The photon energy may be expressed in terms of the frequency of the ionizing photon, o,

and the electron binding energy, Eb:

E =ho= Eb[l + E b. (2.52)

The binding energy of the H electron in atomic units is (2n2)-l, where n is the electron's

principal quantum number. Eqs.(2.51) and (2.52) are equated to determine the relation

between K and photon frequency,

K2 = Eb (2.53)
hco - Eb

The expression for the ai then becomes,

i =I 2 II'mm (-1 2' I a' (2.54)
3 'hw 1- e-ex }

where a = 1/137.037. Near the ionization threshold, b = 1, >>1, and
hAo
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e-4a em rh E(Eb 4 / 3
l1-ms 

= e e b 
(2.55)

Near threshold, Eq.(2.54) is well approximated as

op = 6.4 10-( E b )cm2 (2.56)

The energy dependent photoionization cross-sections of other ns levels of H may also

be expressed analytically, however the fact that the radial wavefunctions of the ns orbitals

do not have as simple a form as that of the Is, Eq.(2.49), leads to complex expressions.

The energy dependent H ns photoionization cross-sections are well approximated by [12],

64;ta ((2n--1 2)a2 1cm2, (2.57)
ep+-1W 3 LT=75I (2.57)

where the excess energy of the photon, e, is expressed in eV.

Cooper [13] has shown that for systems more complex than H p-Ils, i.e. systems

where the radial wavefunction of the bound state has at least one node, the photoionization

cross-section may be zero at certain energies above the ionization threshold. The regions in

which the photoionization cross-section is (indistinguishably different from) zero are

referred to as "Cooper Minima". Cooper Minima are understood in terms of the variation

of the bound-continuum transition dipole moment with photoelectron energy.

The spatial frequency of the continuum radial wavefunction oscillations increases with

photoelectron energy. At threshold, e=0, the free electron has infinite deBroglie

wavelength. As e increases, the electron's deBroglie wavelength becomes finite and its

radial wavefunction oscillates more rapidly. As discussed previously, the transition dipole

moment integral accumulates primarily at small r. When one considers the integral

qualitatively, one can see that the integral approaches zero as e increases. Figure 2.4

illustrates the continuum wavefunction behavior which gives rise to a Cooper minimum.

'The integrand oscillates both positive and negative as pictured, however by adjusting e, the

integrand can be made primarily positive or more equally positive and negative. Near

threshold (top graph), the integrand accumulates in the region of r - 10 a.u. The negative

lobe near r - 4 a.u. does little to cancel the positive lobe and the photoionization cross-

section is (relatively) large. At higher photoelectron energies (middle graph), the

contributions of the positive and negative lobes cancel nearly perfectly and the integral is
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Figure 2.4. Qualitative behavior of the bound-continuum transition moment
which gives rise to a Cooper Minimum. The integrand of the transition
moment integral oscillates between positive and negative values. When the
positive and negative contributions cancel, the transition moment integral is
zero and the photoionization cross-section has a Copper Minimum.
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zero (actually 0.1% the value in the top graph). This is the situation which causes a Cooper

Minimum in the photoionization cross-section. At still higher photoelectron energies

(bottom graph), the positive and negative lobes no longer cancel perfectly and the transition

moment is no longer zero. However the more rapid oscillations of the continuum

wavefunction cause the value of the integrand to be much smaller than at threshold. (Note:

Eq.(2.43) must be used with caution. It does not account for Cooper Minima and will give
reasonable predictions of oi only within several eV of threshold, i.e. while the continuum

wavefunction is still oscillating slowly.) The resonant step of the REMPI scheme is easily

saturated with a typical pulse from a pulsed dye laser. A transition dipole moment of 1

Debye, typical for an allowed transition, would be easily saturated by a 10 ns laser pulse

with a flux of 1 J/ cm2. The result of Eq.(2.40b) for a variety of transition dipole

moments of the 11>-10> transition is shown in Fig.2.5. Bound-continuum transitions

require much higher fluences to saturate, however saturation is still well within the realm of

typical dye laser pulses.

It is instructive to evaluate the predictions of Eq.(2.40a-c) under a variety of conditions:

absorption cross-section >> ionization cross-section, absorption cross-section ionization

cross-section, rapid losses from intermediate state, no losses from intermediate state, low

and high laser powers. Of particular interest are the relative populations of I1> and i> at

the termination of the excitation laser pulse. Fluorescence detection depends upon the

ability of the PUMP to populate I1>. Ion detection requires population of li>. Crudely, a

1+1 REMPI experiment will be preferable to a fluorescence excitation experiment when

Ni(r) > N().

Figure (2.6) dipicts N1(c) over a wide range of laboratory accessible dye laser fluxes; 1

mJ cm 2 is roughly the maximum acheivable flux with the unfocussed output of our
laboratory's dye lasers. In Fig.(2.6) N,(r) is calculated using Eq.(2.40b) and modest

values for the absorption and ionization cross-section, ao,/o i = 105. At low laser fluxes,

N, (r) increases linearly with PUMP energy. When the induced absorption and stimulated

emission rates of the PUMP transition exceed the loss rate from II>, N,(x) remains

constant at -0.5 No(O). When the natural loss rate from I1> roughly equals the PUMP rate

(P=108 s'), but the PUMP transition is saturated, N,(x) remains constant, but well below

0.5 No(O). This is because the net population, No(t) + N,(t) + Ni(t), is decreasing on the

time scale of the PUMP pulse. The curve for P=109 s' has a maximum near PUMP flux of

10-3 mJ/cm2 because when 10> is excited to II>, II> has a higher probability of being

destroyed than being returned to 10>. Only when the stimulated emission rate exceeds the

loss rate does the population reach a steady state value. N,(x) decreases at higher fluxes

because the ionization step in the REMPI experiment starts to become efficient.
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Figure 2.7 depicts ionization efficiency as a function of laser flux. The ionizaion

efficiency is calculated using Eq.(2.40c). At fluxes below saturation of the PUMP

transition, 0.001 mJ/cm 2 , ionization efficiency increases quadratically with PUMP laser

flux. After the PUMP transition saturates, ionization efficiency increases linearly with

PUMP flux. At fluxes of -100 mJ/cm 2, the ionization transition begins to saturate. The

ionization yield goes to unity when the PUMP and ionization rates exceed the sum of the

non-radiative loss and stimulated emission rates. Figure 2.8 presents a direct comparison

of the ionization efficiency and the fluorescence excitation efficiency. The fluorescence

excitation efficiency is the product of N,(r) and the fluorescence quantum yield of I1>. The

circled intersections on the figure are the points at which the fluorescence excitation

efficiency and the ionization efficiency are equal for a given loss rate from the intermediate

state, I >. When losses are slow relative to the PUMP rate, fluorescence excitation is more

efficient than REMPI for all but the highest laser fluxes. As the loss rate is increased, the

break-even point shifts to lower flux, but the overall efficiency of the process becomes

low. The overall efficiency of the process can be increased markedly by increasing laser

power, however the resonant transition will become power broadened.

At what point will power broadening begin to degrade the resolution of the REMPI

spectra? Saturation broadening results in a Lorentzian line profile [14],

AVpb = [1 + /I t ] AVhm".. (2.58)

The natural linewidth, Av,, is due to the lifetime of the excited state:

AVhm = 5.3 ps cm ' / Ad, (2.59)

Avh= = 0.0001 cm1a for an excited state with a 50 ns lifetime.

If the absorption cross-section is six orders of magnitude larger than the

photoionization cross-section, not an atypical situation, and the ionization step of the

REMPI transition is sufficiently irradiated that it is near 100% efficient, then the power

broadened linewidth will be O(ld) times the natural linewidth. Substituting I / I,,t = ao /

ai = 106 into Eq.(2.58),

Avp, = [1 + 106 ]mn (0.0001 cm) = 0.1 cm1a . (2.60)

The lasers used in the experiments described here have linewidths ranging from 0.08cm-1 <

AVL < 0.20 cm-' (for the Lumonics HyperDye 300 the linewidth is typically 0.15 cnf' and
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or the HyperDye 550 it is closer to 0.10 cm-'). Power broadening was observed when

using the HyperDye 300 to perform 1+1 REMPI of A12 through the E3E- X3fIu transition

with 0(10 mJ/mm2) of UV. Power broadening of the CaF A21I3,2-X21+(0,0) and C2fI3,-

X2X+(0,0) transitions occurs with << 1 pJ/mm2.

2.4. Ionization Detected Optical-Optical Double Resonance (ID-OODR)

UV fluorescence detected OODR was not a successful investigatory technique for CaF

Rydberg states with n* > 10. In general, UV fluorescence detection is not an efficient

means of detecting high Rydberg states because high Rydberg states typically have poor a

flourescence quantum yield and prefer to emit in the infrared and far infrared, often out of

the range commoly/inexpensively available detectors. While the strength of Rydberg-

valence transitions decreases as (n*)' 3 [15], the pulse energy of a typical laboratory dye

laser, 0(102 gJ) in a 10 ns pulse, is usually sufficient to populate Rydberg states with n*

>> 10. The problem with detecting Rydberg states with n* > 10 is that their fluorescence

lifetime increases as (n*)3 and they radiate most efficiently in the infrared to other Rydberg

states with just slightly lower n*. Rydberg states with n* - 10 have radiate lifetimes 0(10'

gs), thereby making them prone to non-radiative relaxation (e.g. collisions,

predissociation).

While fluorescence detection of high Rydberg states is not efficient, they may be field

ionized and the ions efficiently collected. The application of an electric field lowers the

ionization potential of the molecule by -6F'2 cmn' [5,17], where F is the applied field in

V/cm. The binding energy of the Rydberg electron is -105(n*)'2 cm-', so the field

necessary to ionize an n* = 15 Rydberg state is -6.6 kV/cm; -28 kV/cm is necessary to

field ionize n* = 10. While electric fields of this magnitude are not extraordinarily difficult

to generate, they are not particularly convenient to work with.

Another possible double resonance based detection scheme would be to perform 1+1

REMPI out of an intermeditate state. The PUMP step of the CaF OODR scheme, either the

A2ri3,2-X2 ;+ or C 2 II3,2-X2 Z + transition, is saturated with just a few pJ of PUMP energy.

The limitation of 1+1'+1' REMPI is the l'+1' step. The drawback of 1+1 REMPI was

outlined in the previous section. The resonant (PROBE) step of the REMPI process is

typically far more efficient than the ionization step. While the technique is better than

fluorescence excitation for detecting a state which undergoes rapid non-radiative relaxation,

it is not a particularly efficient means of detecting that state except at very high PROBE
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laser powers. The 1+1 REMPI technique turns out to decrease in efficiency as n* of the

state being probed increases. The relative efficiency of the resonant step goes as (n*) 3.

Unfortunately, the efficiency of the ionization step falls off even faster. Equation (2.56)

suggests that the efficiency of one-photon ionization decreases as the binding energy of the

electron over the photon energy all to the 8/3 power. The energy of the ionizing photon in

the REMPI transition is equal to the energy of the resonant photon, E,:

E, = IP - 9(n*) 2 - El , (2.44)

where IP is the ionization potential and E, is the energy of the intermediate state. When

probing Rydberg states, IP - El >> 9t(n*) 2. The relative efficiency of photoionization is:

i = (IP -E) (*)(n,) _2 (2.45)

but because IP - E1 >> 9t(n*) 2, ei falls off as ~(n*)l'a . The meaning of this result is that

not only is it eight times more difficult to excite n*=20 than n*=10 (for members of the

same Rydberg series), but it is also forty times more difficult to photoionize them. The

1+1'+1' REMPI scheme has been tested for low Rydberg states of CaCl [17] and the result

of Eq.(2.45) has been qualitatively confirmed.

The most efficient means of detecting CaF Rydberg states with n* > 12.5 was to

monitor the production of CaF produced by vibrational autoionization. While the

electronic energy of these states was less than the molecular ionization potential, they were

prepared with at least one quanta of vibration in the CaF' ion-core and their total energy

exceeded the lowest ionization threshold.

Molecular states whose total energy (electronic plus spin-orbit plus vibrational plus

rotational) exceeds the molecular ionization potential, but whose electronic energy alone is

less than the IP may give rise to anomalously large values of effective photoionization

cross-section. Such states are called "superexcited" or "quasi-bound". Electronic,

vibrational, and rotational motions are not completely decoupled in the molecule. Terms

neglected in the Born-Oppenheimer potential, e.g. dependence of the electronic

wavefunction on the vibrational coordinates, couple superexcited states to the electronic

continuum (hence the term "quasi-bound"). Bound-superexcited transitions may have

greater oscillator strength than bound-continuum transitions owing to better overlap of the

the initial and final state electronic wavefunctions. Superexcited states ionize by
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irreversibly transferring energy from their rotational, spin-orbit, or vibrational degrees of

freedom to the electronic degree of freedom. This process is known as "autoionization".

In contrast to ionization of the bound state by direct absorption to the continuum, rotational

and vibrational autoionization involves at least two Born-Oppenheimer excited states.

Spin-orbit and electronic coupling may be stronger than vibrational coupling, however

the ion must possess multiple low-lying spin-orbit and electronic states in order for these

relaxation mechanisms to be open. (The CaF* cation possesses '' ground state; no spin

or electronic orbital angular momentum. The first excited state of CaF lies 10's of eV

above the ionization potential of the neutral molecule and therefore there is no electronic

ionization channel open to the molecule.) In atoms, autoionization of quasi-bound spin-

orbit and doubly excited electronic states gives rise to 'anomalous' increases in

photoionization cross-section. Fano [18] has quantified the lineshapes of transitions to

quasibound states. His derivation of lineshapes and photoionization cross-section

enhancement in atoms serves as a paradigm for vibrational autoionization induced cross-

section enhancements and lineshapes in molecules. It should be noted that while it was

hoped that Fano lineshapes would be observed in the vibrational autoionization detected

OODR spectra of CaF, no such profiles were identified.

Herzberg and Jungen [19] developed a phenomenological model for predicting the

linewidth of bound-superexcited transitions broadened by rapid autoionization in the

superexcited state. They developed a simple expression for calculating lifetime broadening

by Av = 1 vibrational autoionization from the assumption that the ion and the superexcited

state move on slightly different potential energy curves, U+(R) and U(R). The lifetime

broadening due to vibrational autoionization may be predicted from n*, the vibrational

constant of the ion, and the derivative of the quantum defect with internuclear separation:

29 d6 12 16.858
v,-l. = 2 1 cm, (2.46)

where d/dR is the quantum defect derivative in A'(the quantum defect is defined as the

hydrogenic principal quantum number, n, minus n*), p. is the reduced mass of the cation in

amu, and co is the vibrational constant of the cation. The quantum defect derivative may be

thought of as arising from the modulation of the electric multipole moments of the cation

due molecular vibration. The value of the quantum defect is typically 0.01-1.0 A-1.
Rydberg states possessing one quanta of vibration in the ion core may undergo vibrational

autoionization when their total energy exceeds the ionization threshold for v--O, or:
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IPV,,1 - = IP,. 0 + AG,2 - > IP,. . (2.47)
(n*) - 2 (n*)- 2

-

In CaF, AG3 = 685 cm", so the lowest value of n* for which v = 1 Rydberg states may

autoionize is 12.66. The linebroadening due to autoionization is:

r:vv- = 1.30[1 [d6R ] cm'. (2.46)

The vibrational autoionization rate is r,,,, / 5.3-10-12 s cm'. An n*=14 CaF Rydberg state

may be expected to have a vibrational autoionization rate 0(109-1011 s). The radiative

relaxation rate of an n*=14 Rydberg state is on the order of (10 xs)-. Vibrational

autoionization is believed to be the primary mechanism for relaxation of superexcited states

of CaF lying just above its v=0 ionization threshold. Vibrational autoionization rates of

several CaF Rydberg states are measured in Chapter 5. In conclusion, Av =1 vibrational

autoionization in superexcited CaF is so rapid relative to other relaxation processes (even

for the smallest expected values of the quantum defect derivative) that once Rydberg levels

above the threshold are prepared by the PROBE laser, they autoionize and are subsequently

detected with near unit efficiency. This made ionization detected double resonance

preferrable to fluorescence detected double resonance, fluorescence dip, and 1 + 1'+ 1'

REMPI for the Rydberg states under investigation.
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CHAPTER 3

Background for Data Analysis: Effective Hamiltonian Matrix
Models and Assigning ID-OODR Spectra

3.1. Effective Hamiltonian for Rydberg States

The Hamiltonian for CaF is a sum of electronic, spin-orbit, vibrational and rotational

Hamiltonians:

H = Hel + H' + Hib + H. (3.1)

The full wavefunctions for CaF Rydberg states are constructed from Born-Oppenheimer

basis states:

| TA ) = |)b k),v.b. (3.2)

The factorization of ,vb) into rotational and vibrational wavefunctions is an accurate

approximation when vibrational and rotational motion occur on very different timescales:

a,vib) = IOJ).Vib) (3.3)

For vibrational states near the bottom of the CaF* potential well, v < 10, vibrational motion

occurs on a much faster timescale than rotational motion. (The rotational period goes as the

inverse of the rotational number, J.) For a given electronic state, Eq.(3.3) is a good

approximation when the separation between adjacent vibrational energy levels is much

greater than the separation between rotational energy levels:

ovib >> 2BJ, (3.4)

where coo is the vibrational frequency of the cation in cm7', B is its rotational constant in

cm-', and J is the cation rotational quantum number. Evaluation of Eq.(3.4) using
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experimentally determined values of B and tib [1] suggests that separation of rotational

and vibrational wavefunctions is legitimate when J << 900. In the experiments discussed

here, J < 15.

3.1.1. The Vibrational Hamiltonian

The vibrational wavefunction of a CaF Rydberg state is characterized by the vibrational

quantum number, v:

Ovib) = Iv). (3.5)

The vibrational energy levels are well-described as those of a Morse oscillator:

H' [ = h[C( v + - O)exe v + ) (3.6)

where 6 is the Kronecker delta function. The vibrational constant and anharmonic terms in

Eq.(3.6) for CaF Rydberg states are essentially those of the CaF* cation. The Rydberg

electron is non-bonding and only minimally shields the core electrons from the nuclei.

(Shielding decreases as (effective principal quantum number) 3 and will be discussed later.)

Hamiltonian matrix elements involving vibrational wavefunctions, i.e. (vI(R-R*)nI v'),

may be calculated most accurately by numerical integration of wavefunctions determined by

RKR potential curve inversion. Near the bottom of its vibrational potential well, CaF* may

be approximated as a Morse or harmonic oscillator. The harmonic oscillator approximation

not only results in simple analytic expressions for matrix elements, but more importantly

results in accurate estimation of matrix elements when one has not observed a sufficient

number of levels to construct an accurate RKR or Morse potential energy curve. Morse

matrix element expressions are also analytic, but not as simple [2].
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3.1.2. The Electronic Hamiltonian

The fact that the electronic structure of CaF may be described in terms of a single,

unpaired electron makes the electronic and spin-orbit matrix elements relatively simple to

evaluate. CaF electronic wavefunctions are characterized by a minimum of four quantum

numbers: the effective principal quantum number, n*; the projection of the electron orbital

angular momentum on the molecular axis, ~ electron spin angular momentum, s = ; and

the projection of s on the molecular axis, a. Core non-penetrating electronic states, > 3,

are characterized by a fifth quantum number, , the orbital angular momentum quantum

number of the Rydberg electron:

Id) = In*,(e),,s,a). (3.7)

The electronic term value of a Rydberg state is calculated using the Rydberg formula:

E.,. = IP (3.8)
(n *)2

The quantity 9(ni*) ' 2 is the binding energy of the Rydberg electron; 9 is the Rydberg

constant for CaF, 109736.30 cm', IP is the ionization potential of Rydberg series, and ni*

is the effective principal quantum number of the Rydberg state. Equation (3.8) may also be

inverted to determine the effective principal quantum number for a Rydberg state if both the

ionization potential and electronic term value of the state are well-known. Equation (3.8) is

typically used to calculate a rotationless term value for a Rydberg state, in which case the

quantity IP refers the rotationless term value of vibrational state of the cation to which the

series converges. Equation (3.8) may also be used to calculate the term value of rotational

levels or spin-orbit states, in which case IP would be the term value of an excited

rovibrational or spin-orbit level of the ion core. In this document, IP is always the

rotationless term value of the cation having the same vibrational quantum number as the

Rydberg state.

The effective principal quantum number is defined as equal to an integer value

hydrogenic principal quantum number minus the quantum defect, , for the Rydberg

series. The most general notation for effective principal quantum number is,
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n* =n - 6. (3.9)

The quantum defect is approximately constant for a Rydberg series [3]. Physically, the

quantum defect is the ()' times the phase shift of the Rydberg orbital relative to a 'parent'

hydrogenic atomic orbital with integer value e. Rydberg states which sample the non-point

charge nature of the ion core at short range will, as a general rule, have larger quantum

defects than states which sample the ion core only weakly. When the Rydberg formula is

inverted to determine n*, the absolute magnitude of 6 is ambiguous. Determination of n*

using the Rydberg formula yields mod(6,1). The absolute magnitude of 8 must be

determined by experimental observation of the first member of the Rydberg series or by a

quantum chemical or Quantum Defect Theory [4] calculation.

Additional notation may be added to Eq.(3.9) to better specify the Rydberg state, as the

effective principal quantum number itself may not distinguish one state from all others.

The expression,

ni = ni , SiAn (3.10)

denotes the effective principal quantum number of a state in the i Rydberg series of a

particular value of A. Many physical properties of Rydberg states obey n* scaling

relationships. In addition to determining the electronic energy of the Rydberg state, the

effective principal quantum number is also useful in extrapolating molecular constants (e.g.

spin-orbit splittings, spin-rotation constants, transition strengths) from lower energy

Rydberg states [5].

Herzberg and Jungen [6] have shown that Eq.(3.8) implies an effective Hamiltonian of

the form:

=niR (n)- 4 .(R) (3.11)

This Hamiltonian consists of a zero-order, hydrogenic term:

H °' - [- [n]in,)(ni (3.12)
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and a first-order, internuclear separation dependent, non-hydrogenic correction with

diagonal terms:

H'l'(R) =- 268(RA ni)(ni , (3.13)
ni3

and off-diagonal terms,

Hll(R) = 29 (Rni)(njl (3.14)
(nin )3 /2

The phenomenological Hamiltonian in Eq.(3.14) is most accurate when n and nj are

members of the same Rydberg series, i.e., referring to Eq.(3.10):

njA* = niA* ± m, (3.15)

where m is an integer. The electronic term value of a Rydberg state with principal quantum

number n, quantum defect 8i, and vibrational quantum v is:

(n) 91 291 9
(n;,v|H'ni,)v) = IP ( 2 (n)3 8i = IP-(n) (3.16)

The quantum defect function, (R) in Eqs.(3.1 1) and (3.13), may be analyzed to extract

information about the multipole moments of the cation core and the exchange of electronic

and vibrational or rotational energy between the Rydberg electron and the cation. All

information concerning deviation from hydrogenic behavior is contained in the quantum

defect function.

The quantum defect function may be expanded as a Taylor series. One typically

expands about the equilibrium internuclear separation of the CaF cation, R +, because R,

for high Rydberg states, n* > 10, rapidly approaches R*:

8(R) (R) + (d R ) 2 (3.17)
(a )R+ ~ dRI,:2 dR2

For small variations about R., only the first two terms on the RHS of Eq.(3.17) contribute

significantly to 8(R). The R-dependent Hamiltonian in Eq.(3.13) may give rise to
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"intrachannel" perturbations between Rydberg states in the same series, i.e. nj = n - m,

where m is an integer, but differing in degree of electronic and vibrational excitation. The

effect of the Hamiltonian in Eq.(3.13) on two basis states In,, v> and In - m, v +1> is:

(ni,vIH1 (R) n- mv + l)= [n(n_,vm(R)n - m,v +),

(3.18)

substituting Eq.(3.15) into Eq.(3.16) yields,

(ni, vlH"' (R) ni - m,v + 1) 

329 [(R:)(vI v + 1)+( K dB (v(R- R+v+ 1). (3.19)
[ni(ni-m)] 3 dRR]

Because the v and v+1 vibrational wavefunction do not overlap, the matrix element

between Ini, v> and In - m, v +1> is determined by the second term in brackets in

Eq.(3.19). An expression for "interchannel" matrix elements, n* and nj* not members of

the same Rydberg series, could be formulated in the same manner as that for "intrachannel"

matrix elements. The (ninj) 3 2 scaling relation in Eq.(3.14) is not as accurate however

between members of two different Rydberg series as it is for members of the same

Rydberg series. The reason for this will be discussed later in this section.

The strongest intrachannel interactions are for Av = ±+1. Referring to Eq.(3. 18), this is

because near the equilibrium internuclear separation, the magnitude of the first derivative of

the quantum defect at R.' is much larger than the magnitude of the second derivative. The

matrix element of the first-order, R - R+, term in Eq.(3.17) between states in the same

series is:

(n; + m,vHln,v ' ) = [n,(ni + m)] 31 2 L dR (3.20)

where m is an integer. The quantity (vIR - RIv') may be evaluated analytically using

harmonic oscillator wavefunctions, in which case it has the selection rules v' = v 1:
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(vlR-R:lv) = Ih A i= 4.10 6 TA (3.21)

= cation reduced mass [amu], m+ = cation vibrational frequency [cm'']

For CaF*: (v = 1IR- R+v = 0) = 0.0437 A; R = 1.874 A.

The quantum defect derivative is typically determined by observing an intrachannel

perturbation and setting the expression in Eq.(3.20) equal to an experimentally determined

matrix element. The matrix element between two states in the same Rydberg series, ni* and

ni * = ni* + m, is:

.v; = (ni*, v HdI n*, v') [njni]32 [ d R (3.22)

where the matrix element is in units of cm ' and the quantum defect derivative is in units of

A-'. Setting v' = v + 1,

(di )= [ni·n'" gxf~' V (3.23)
dR R: 29t 4.106v' + 1 "* '',3-2''3)

Quantum defect derivatives of the 0.36 and 0.14 A series have been previously

calculated [1] using the observation of a single interchannel perturbation. The quantum

defect derivative for the 0.36 I series is 0.732 A-' and is 0.36 A' for the 0.14 A series.

Ideally, the quantity would be determined by the observation of multiple perturbations, i.e.

multiple values of ni, ni', and v. The relationship through the quantum defect derivative

between bound-bound and bound-continuum interactions will be discussed later. An

accurate determination of the derivative by observation of a single two-state interaction is

entirely dependent upon the validity of the (nn') 3 scaling relation. This is an excellent

approximation. The quantitative accuracy of this relationship demonstrate will be

demonstrated shortly.

The quantum defects of CaF Rydberg states are not zero because the CaF* cation is not

a point charge. For core-penetrating states, the quantum defect accumulates primarily at

short-range due to an increase in effective charge of the core as the electron penetrates

inside the core. When the Rydberg electron is close to the ion core, the Ca and F nuclei are
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no longer screened completely by their core electrons and the Rydberg electron experiences

a higher Z, Z > 1, than when it is far from the cation. In contrast, core non-penetrating

states experience the CaF cation primarily at long range, and their quantum defects arise

not so much from the r-dependence of Zf, but from the difference in the long-range

effective potentials of CaF and H+:

lim[V + (r,0) - VH+ (r,E)] (cos) + P(cos) + ... (3.24)

The quantities g and Q being the electric dipole and quadrupole moments of the CaF+ cation

and the PnO(cos0) terms are Legendre polynomials. The electrostatic matrix elements

between Rydberg states will involve integrating the product of radial wavefunctions and an

r' k factor.

The n*-scaling properties of these integrals may be understood in terms of the overlap

of the innermost lobes of Rydberg orbitals. Analysis of hydrogenic radial wavefunctions

shows that the shape of the inner part, i.e. the portion up to the second node, of an ne

wavefunction is nearly identical to that of the (n-l)i state if the n wavefunction is

multiplied by [n/(n-1) 3 . This scaling relationship would not be valid if the locations of

the inner nodes were n-dependent. Fortunately, the location of the inner nodes rapidly

approaches a fixed value as n increases. This may be understood by examining the r-

dependence of the electron kinetic energy as a function of principal quantum number. The

total energy of an electron in a hydrogenic orbital is easily separated into kinetic energy and

potential energy contributions:

E = T- V, (3.25)

which in atomic units is:

1 1
= T(n,r)--. (3.26)

2n2 r

The kinetic energy is:

T(n,r) = (3.27)
r 2n2 '
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The nodal structure of the radial wavefunction depends on T(n,r). The radial wavefunction

undergoes rapid oscillations when T is large, and oscillates slowly when T is small. At

short range, the r' term will dominate the (2n2)-' contribution to T(n,r). This effect

increases with n. The kinetic energy of the Rydberg electron at small r is essentially

independent of the total energy of the electron and the nodal structure of successive

members of the Rydberg series is therefore nearly identical. The difference in kinetic

energy between n=10 and n=l 1 at r = 2 a.u. is < 0.2% of the total kinetic energy. The

innermost node of the H ns radial wavefunctions is located at -1.8 a.u. Figure 3.1 depicts

the position of the first and second nodes of the H atom radial wavefunction as a function

of principal quantum number, n. The node locations as n tends towards infinity are

indicated by dashed lines.

The inner portions of H ns radial wavefunctions may be fit to (n'*n)s orbitals assuming

R(r) = k.R,.,(r). In order to demonstrate the quantative accuracy of the [n/n']3/2 scaling

relation, the H 5s and 6s orbitals were fit to H 3s, 4s, and 5s orbitals from r = 0 up to the r

= 6.5 a.u., roughly the location of the second node. The results are listed in Table 3.1.

The quantity kl., as was determined by best fit, is compared to the predicted scale factor,

(ndn,) 3a . The percentage difference between the two scale factors is the difference

between the calculated and fit scale factors divided by the fit value, all multiplied by 100%.

The percentage difference increases with increasing An, but decreases with increasing n.

Table 3.1 Principal Quantum Number Scaling in H ns Radial Wavefunctions

Rj(r) - R.(r) An | knn (n/n) 32 % Difference
R,(r) R,(r) 2 0.459(2) 0.465 1.3

R,(r) - Rj4 (r) 1 0.713(1) 0.716 0.4

R(r) - Rj,(r) 3 0.348(2) 0.354 1.7

R(r) - R(r) 2 0.541(1) 0.544 0.6

R~(r) - R,,(r) 1 0.759(1) 0.760 0.1

This scaling relation has been tested for systems other than hydrogen using effective,

rather than hydrogenic, principal quantum numbers. For example, using the results of

Hartree-Fock calculations, Slater [7] demonstrated that the inner two lobes of the Na 4s

orbital may be scaled directly onto those of the 3s simply by multiplying the 4s by 2.095

(see Fig.7.6, Ref.[7]). The effective principal quantum number of the 3s state of Na, as
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determined by inversion of the Rydberg formula, is 1.627. The effective principal

quantum number of the Na 4s state is 2.643. The calculated n* scale factor,

[2.643/1.627] 312 = 2.070, is within 1.2% of Slater's empirical 'best fit' multiplicative

factor. As (nJ Ir-kl n;) matrix elements depend on the product of the amplitudes of the

wavefunctions, their scaling behavior goes as (ni*nj*)-3. This scaling relation would not

hold if the integral accumulated at values of r where the radial portions of In*> and Inj*>

are no longer in phase. When R,. (r) and R.; (r) are in phase, which is true at short-range

for members of the same Rydberg series, the sign of their product is r-independent. The

(n rkIn ) matrix elements accumulate monotonically with increasing r. If R. (r) and

Rn. (r) are not in phase, the sign of their product will be r-dependent. The (nlr rkI n;)

matrix elements might accumulate at small r, where rf is largest, only to be reduced at large

r where the overlap of the radial wavefunctions is greater. As this latter contribution is n*

dependent, integrals involving radial wavefunctions which are out of phase at short-range,

i.e. integrals between members of different Rydberg series, will not adhere as well to the

(n,*n*) 3
2 scaling relation. The (n*nj*) '3 2 scaling relation remains accurate so long as the

phase difference between the two radial wavefunctions remains approximately constant

over the range on which the integral accumulates.

The approximations invoked are more apparent when one examines radial integrals

explicitly. It is assumed that the term in Hi which couples the two Rydberg states has the

form rk:

Ri (r)R.: (r) toR (r)R ,(r)
I (ni rIn') JR(r)R( dr 'I Rnr( )R';(r) 2 dr (3.28)

rk rk

The integrals in Eq.(3.23) accumulate primarily at small r because the rk term rapidly

approaches zero as r increases. This allows one to terminate the integration at a finite value

of r, r0, without significantly affecting the result. In principle, one can then evaluate all

radial matrix elements between ni and other members of the same Rydberg series simply by

employing the (nrni') 3 scaling relation. The crucial assumption is that

Rn+m(r) = ( l i Rn (r) (3.29)
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over the range on which the integral accumulates. An integral involving the product of two

radial wavefunctions, Rnj (r) and Rn,+m(r) may be approximated using Eqs.(3.28) and

(3.29):

+m (r)Rn (r) 2d R ni+m(Rn (r) 2 n R., (r)Rn (r)
R.,+k f k mR (r)r 2dr n( 2r

r r ni + m r r;

3/2

= ( i I. (3.30)
ni + m)

All of the details about the phase difference between the i and j Rydberg series are in I. All

of the n*-scaling behavior is in the ni wavefunction. Electrostatic matrix elements of this

form for the NO molecule are tabulated in Table 4.5 of ref. [8].

3.1.3. The Spin-Orbit Hamiltonian

Atomic and molecular spin-orbit constants decrease as (n*) 3. This dependence is exact

for the hydrogen atom, and is empirically confirmed by the measurement of spin-orbit

constants in atoms and molecules having more than one electron. For species with more

than one electron, the accuracy of the (n*)-3 scaling behavior improves with increasing n*.

The one-electron molecular spin-orbit Hamiltonian is:

1
H'S = a(r)ts = a(r)[tsz + 2(I*s + ts*)]. (3.31)

2

The operator a(r) is defined in Ref.[8] and acts only on the radial coordinates of the

electronic wavefunction. The operator a(r), integrated over electronic coordinates is the

one-electron molecular spin-orbit constant, a, and is proportional to <r' 3>. It is the <r'3>

dependence which gives rise to the (ni*)-3 scaling behavior. The diagonal matrix elements

of a(r) are:

(nl;,Xa(rA n*, X) = an (3.32)n (n' )
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The off-diagonal matrix elements follow a similar scaling relationship:

(n, Xla(r)n;,X) = an. ij.,/2 (3.33)
i nj' (ninj)3/2

The quantitative accuracy of Eq.(3.33) has been established from the results of quantum

chemical calculations[9]. The expectation value of the spin-orbit Hamiltonian may be

separated into a quantity involving only electron coordinates and a quantity involving only

electron angular momenta:

(n, (i), Xi, si , ai H'I n (ei),SXi, si, i)=

(n;,(ti)la(r n,(Xi)X(t) i, si lt SI(ti),X,si,,). (3.34)

The t-s operator has selection rules Ae = As = 0 and AX = -Aa = 0, ±1. The spin-

orbit operator has the following effect on atomic basis functions:

eZsZ le,,s, ) = xao,X,s,a) (3.35)
etsI te,X,s,) = (t+1)- (X 1) 4s(s + 1)- (a::l)e , + ±l,s,a 1).

(3.36)
Although H' may mix states of different X, it will be shown that its primary effect is to lift

the degeneracy of states having 4 and s coupled parallel versus anti-parallel. Combining the

results of Eqs.(3.34-36) to determine this splitting:

ni d,3, 2 2 a(r) n, 2 '2 2/a (3.37)

,X, a(r) nX2 ) = --- a. (3.38)
2 2 2 2 2

The energy difference between the two spin-orbit components is

n , r, ,1,r) n *,X, )a r n*, a,- n , ar (3.39)(ni 2 '2 2 (nx 2 2 a(r1n ,X, 2 '2) = Xa (3.39)

Berg, et al. [10] determined k for the 0.36 I and 0.98 I series to be -300 cmf' and -450

crm', respectively, from measurements of the spin-orbit constants of Rydberg states with

102



n* < 7 and v = 0. The spin-orbit constant should be only weakly dependent on v, so

Eq.(3.32) implies a spin-orbit constant of -0.13 c' for 13.36 I, v=l; -0.21 cm-' for

12.98 I, v=l; -0.62 cm-l for 8.98 n, v=2; and -0.36 cm4 for 9.36 n, v=2. The

observability of splittings of this magnitude will be discussed after the analysis of rotational

energy level patterns of the CaF Rydberg states under investigation. For all CaF Rydberg

states with n* > 10, the spin-orbit constant, a, is too small to give rise to an observable

splitting in the experiments performed for this work.

In addition to giving rise to a first-order spin-orbit splitting, H ' can couple electronic

states within an n* complex. The intra-complex £e-mixing due to the off-diagonal spin-

orbit coupling (mixing angle) remains constant with increasing n*. This is clear from

examination of the first-order spin-orbit correction to the wavefunction of a Rydberg state

I n). The first-order corrected wavefunction is:

|' ·n;' = nis)+(Hwy ), (3.40)

where (H '° ) is the matrix element in Eq.(3.34). All reference to electronic and spin

angular momentum quantum numbers has been dropped from the previous expression.

The integral (n,(gi),X,si,ai H'-°n,(tj),Xj,sj,aj) may be factored into a term involving

angular momentum quantum numbers and a term involving only the radial portion of the

electronic wavefunctions. The former term will be a constant of 0(10°). As mentioned

previously, the latter term is well approximated as:

(n* Ia(r)In;) = kij(nn) 1 2 . (3.41)

For two states within an n* block, we may make the substitutions n = (n + n;) and

A = n - n, where n refers to the greater and lesser of n* and nj*; n = -. In the

limit of large n,*,

(n la(r)l n) = k ij(n) . (3.42)

The energy difference between nj* and n,* also scales as (ii)-3:

1 1 29(

=E = 9 - 2 (W± . (3.43)
A)2 (-ff + A)2 (-n)3~~
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For the purpose of establishing the magnitude of the intra-n* complex spin-orbit mixing,

<H'°> is taken to be equal to <a(r)> as determined using Eq.(3.42). The fractional In*)

character in n) is

=- 0.02, (3.44)
AE 29(n) 3

which is n* independent. The value 0.02 was determined by using the maximum value of

k determined in Ref.[10], 450 cm1 for the 0.98n series, and the minimum value of A

observed between states which could be spin-orbit coupled (for states with AA = ± 1, A =

0.10). This value calculated in Eq.(3.44) should be an overestimate. Because molecular

states have mixed e character, the spin-orbit interaction between two states of a given n*

complex is typically much smaller than that within each state. The crucial result of

Eq.(3.44) is that the spin-orbit operator produces no n*-dependent mixings. The electronic

states coupled in by H ' contaminate the zero-order basis states at much less than the 0.1%

level; (0.02)2.100% = 0.04% < 0.1%.

3.1.4. The Rotational Hamiltonian

The rotational Hamiltonian has been given by Hougen [10],

h2

H " = R2 (3.45)
2pR2

where R is the pure rotational angular momentum which, by definition, is perpendicular to

the axis of a diatomic molecule. The total angular momentum, J, of the molecule may be

expressed as the vector sum of the rotational, electron-orbital, and electron-spin angular

momenta in the molecule,

J = R + L + S. (3.46)

Equation (3.46) may be rearranged to obtain an expression for R,
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R=J-S-L (3.47)

A completely rigorous treatment of the problem would require inclusion of the nuclear

spin angular momentum, I, of the 19F nucleus. The vector I couples to J to form F. In

these experiments, I introduces no observable splittings of rotational levels, does not

introduce any anomalous selection rules for dipole allowed transitions, and does not

introduce any nuclear spin statistical weighting of rotational levels. As the effects of I are

not and cannot be detected here, they are ignored for the rest of this document. The

hyperfine splitting in the X21+ state is 0(50 MHz = 0.0017 cm'l) [12] and should decrease

with electronic excitation as the probability amplitude of the electronic wavefunction at the
9F nuclei decreases.

The most convenient basis set to use in constructing the rotational Hamiltonian is

suggested by determining the Hund's case (as per Table 2.3 of Ref.[8]) of the Rydberg

states under consideration. Hund's case (b) is a good choice when AA << BJ. The

rotational constant of the CaF* cation is 0.37 cm-'. The maximum predicted value for the

spin-orbit constant among states observed here is 0.62 cm7' for 8.98 H, v=2, calculated

using Eq.(3.32). For this state, Hund's case (b) is appropriate when J >> 0.62/0.37 

1.5. The maximum predicted spin-orbit constant amongst the observed n*=13-14, v=l

levels is 0.21 cm' in the 12.98 II state. For this state, Hund's case (b) is valid when J >>

0.21/0.37 = 0.5.

The transition from Hund's case (b) to Hund's case (d) occurs when the separation

between rotational energy levels becomes large relative to the separation between electronic

states having the same e parentage and AX = +1 (see Table 2.3 of Ref.[7]). For the core-

penetrating series of CaF, where = 0, 1, and 2 are strongly mixed, Hund's case (d) will

be descriptive when the rotational interaction, -BJ, is large relative to the energy difference

of states having AX = +1. The nearest neighbor of the 12.98 rI, v=l state cited in the

previous paragraph, is the 12.88 ', v=l state. A good estimate of the point of transition

from Hund's case (b) to case (d) behavior is the J at which BJ > E(12.98 rI)-E(12.88 £+).

The energy difference between the two states may be calculated using the Rydberg formula:

AE = 1 ) (12 . 8)2 = 10.2 cm-. (3.48)
L(12.88)2 (12.98)2

The criterion for case (d) behavior is that AA and AE << BJ. The Hund's case (b) basis

will be best for representing the 12.98 rI, v=l state when 0.5 << J << 27.5. A similar

range of J over which case (b) is a good description applies for all of the other n*=13 and

105



14 states observed. The range over which case(b) is a good basis extends to even higher J

for the n*=9, v=2 states observed. Therefore a Hund's case (b) basis is used throughout.

In all of the Rydberg states which will be discussed here, the electron-spin is decoupled

from the electron orbital angular momentum. Spin is only weakly coupled to the total

rotational angular momentum, J. Equation (3.47) may be simplified by defining the vector

N where,

N = J - S. (3.49)

The splitting of the J = N ± S components of each N value by H ' will be addressed

shortly. The effective rotational Hamiltonian depends on R2:

R2 = (N - L)2 = N2 + L2 - 2N-L. (3.50)

The N-L term may be expressed in terms of raising and lowering operators

N-L = NL, + 2(N+L + NL'). (3.51)

Substituting Eqs.(3.50) and (3.51) into Eq.(3.45), one obtains:

H = B(R) [ N2 + L2 - 2NzL - N+L - N'L+]. (3.52)

The quantity B(R), integrated over the vibrational coordinate, is the rotational constant of

the molecule.

The alkaline earth monohalides are effectively one-electron systems. This means that

the electronic orbital angular momentum in the molecule is that of the single unpaired

electron, i.e. L = . Equation (3.52) may be rewritten as:

H = B(R) [ N2 + 12- 2Nzl, - Nt - N'L+]. (3.53)

The Hamiltonian in Eq.(3.53) is a Hund's Case (b) Rotational Hamiltonian and has been

widely discussed in the literature of diatomic molecule spectroscopy [8, 11 (and refs.

therein)]. The unsymmetrized Hund's case (b) basis functions are of the form

I 0) = N,X;, X) = IN,N,; e,). (3.54)
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The quantum number X is the projection of N (and i) on the molecular axis. The first three

terms in square brackets on the RHS of Eq.(3.53) leave the case (b) basis functions

unchanged:

[N2 + 12 - 2NzIz] I N, X; 1e,) = [N(N + 1) + 1(1 + 1)- 2X2J N,X ;e,3 ). (3.55)

However, the raising and lowering operators in Eq.(3.53) lead to matrix elements between

Eq.(3.54) basis functions by acting on the projection quantum number X:

N+t1N,X;,) = N(N + 1)- (XF 1)( + 1) -X(XF 1)IN, 1;e,X T 1).

(3.56)

The basis functions in Eq.(3.54) are eigenfunctions of the case (b) Hamiltonian only for the

non-rotating molecule. The Nt;1 operator mixes basis states with AX = ±1. For low N

values however, these matrix elements are small relative to the zero-order difference in term

values between case (b) basis states.

The basis functions in Eqs.(3.54)-(3.56) are expressed in terms of signed values of X

and are therefore not symmetrized with respect to reflection in the plane of the molecular

axis. It is more convenient to work in terms of basis functions labeled by A, A = I X l, and

the reflection symmetry of the wavefunction in the plane of the molecule than it is to work

in terms of the signed quantum number basis functions. Basis functions which are

properly symmetrized with respect to reflection in the molecular plane are linear

combinations of the functions in Eq.(3.54). The properly symmetrized case (b) basis

functions for X * 0 are:

IN,e,A+ ) = 2N,.;e,)+IN-;,-X;,-.)] (3.57)

|N,,A ) = d2 [N,;,X) - N,-X;,-x)]. (3.58)

The symmetrized basis states are distinguished by their transformation properties upon

reflection of the electronic portion of the wavefunction through the molecular plane (Kronig

symmetry [13]). For A $0,

oeIN,,A+) = N, ,A ) (3.59)
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N,, A-) = -I N, , A-). (3.60)

For A = 0,

N,e, +) = IN,e,) = IN,0,e,O) (3.61)
aol N,e,£) = +IN,e,X+). (3.62)

The IN, e,^+) and IN, t, 0) basis states have positive Kronig symmetry. The N, , A-)

basis states have negative Kronig symmetry. The utility of Kronig symmetry is that the

case (b) rotational Hamiltonian, Eq.(3.53), does not couple basis states which belong to

opposite Kronig symmetries. The spin-orbit Hamiltonian mixes case (b) states of opposite

Kronig symmetry, giving rise to Hund's case (a) or Hund's case (c) behavior in the limit or

large spin-orbit spiltting. As mentioned previously, the spin-orbit splitting in all CaF

electronic states with n* > 10 is too small to be observable at the resolution of our

experiment, )0.1 cm'. It is therefore reasonable to construct separate Hamiltonians for the

opposite Kronig symmetries.

The non-zero matrix elements between properly symmetrized Hund's case (b) basis

functions are, for AA = 0:

(N,et,AIH I N, ,A') = B(R)[N(N + 1) + e(e + 1) - 2A2] .A'.A; (3.63)

and, for A = +1:

(Ne,, A H IN,e,A') = -B(R)4N(N + 1) - A(A± 1)4t(t + 1) - A(A 1) A.,,Al 'F

(3.64)
where F = 4J2 when either A or A' = 0 and F = 1 when neither A nor A' = 0.

Before moving on to explicitly construct the Hund's case (b) Hamiltonian, the effect of

H" on the case (b) basis states will be evaluated. The diagonal and off-diagonal matrix

elements of H ' in the case (b) basis are given by Kovacs [14]. For the AN = 0 matrix

elements,

(* JSNlH'°ln * JSNA)= AA2[J(J + 1)- N(N + 1) + S(S + 1)]. (3.65)
2N(N + 1)
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CaF is a one-electron molecule with S = 1/2, therefore J must be equal to N ± 1/2. The

spin-orbit matrix element in Eq.(3.65) is the first order correction to the term value:

(n*,N± -+ 2N,AIHn*,N, ' ,N, A) = _ (3.66)

The off-diagonal matrix elements, AN = ±1, of H' in case (b) are:

(n * J,S,N + 1,AIHlI n * J,S,N,A) =

AA[r;(N + 1\2-A·(J +N +2)(J +N + 1)-S(S + 1) S(S +1)- (J - N)(J- N- )1)
2[(N + 1)-[(2N + - 1)( 1 N+ 3 )

(3.67)

These matrix elements are diagonal in J and give rise to the Hund's case (a) level pattern in

the limit of AA >> BN. For J = N + S and S = 1/2:

(n * J,S,N+ 1, AIHIn * J,S,N,A) = AA (N + 1) - A AA3.68)
2(N + 1) 2

Because S = 1/2, the only levels, N', which may interact with N are N' = N ± 1. There is

no J = N + 1/2 component of the N - 1 rotational level, only J = N - 1/2 and J = N - 3/2.

Likewise, there is no J = N - 1/2 component of the N + 1 level, only J = N + 1/2 and J = N

+ 3/2. The second-order correction to the energy,

I(JNAIH'°IJNA) 2

Ec2)(J, N) = I I(J,'NAIH"IJN,A' (3.69)
MON E0(N)-E(N')

therefore reduces to a single term: N' = N + 1 for J = N + 1/2 and N' = N - 1 for J = N -

1/2. Equations (3.65) and (3.68) may be used to determine the splitting between the J = N

+ 1/2 and J = N - 1/2 levels of a given N. Equation (3.65) gives the first-order correction

to the rotational term value and Eq.(3.68) gives the second-order correction:

E(J = N + 2) = E°(N)+ (J,N,AIHWIJ,N,A)+ I(JNAIHbOIJN±1,A- A
EO(N)- E(N ± 1)

(3.70)

Under the constraint AA << BN, the corrected term values are:
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1 AA 2 1 A2 A2

E(N + ) BN(N + 1) +I
2 N 4BN

and,

E(N- ½) BN(N + 1) I AA + I A2A2
2 N 4 BN

(3.71)

(3.72)

The splitting between the J = N ± 1/2 components of N rapidly approaches zero:

AE _=E(N+ )- E(N- ) = 1- 2B-
2 2 N L 2BJ' (3.73)

The splitting coefficient may be calculated using Eq.(3.32) and the observed value of CaF*

rotational constant, 0.37 cm'1.

Table 3.2

Vibronic State A(calc) / cml AA2[1- AA(2B)-'] / cm

8.98 H, v=2 0.62 0.10

9.36 II, v=2 0.36 0.18

12.98 H, v=l 0.21 0.15

13.36 n, v=l 0.13 0.11

The coefficients tabulated in Table 3.2 predict that the spin-orbit splittings would be

difficult to resolve in the N levels probed in the experiments discussed here. This is

consistent with the lack of observed spin-orbit splittings in the n*=9, v=2 and n*=13 and

14, v=1 Fl states.
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3.2. Interpretation of CaF ID-OODR Spectra

The CaF Rydberg states discussed in this chapter were probed by vibrational

autoionization detected optical-optical double resonance. The experimental apparatus was

discussed in Chapter 1 and the specifics of the technique were discussed in Chapter 2. ID-

OODR spectra were recorded using both the A2H3,2, v=0 and C2H3 2, v=O states as

intermediates. The intermediate state is hereafter referred to as the "2 ,". The 2I-3,2-

X2 z;(0,0) transition is referred to as the PUMP transition. The Rydberg- 2 I3 (vRyd ,0)

transition is referred to as the PROBE transition. The choice of a 2 state as the

intermediate allows access to 2I;, 
2 n, and 2A Rydberg states. The A2n,3 , v=0 state has

been the state of choice for previously published work on CaF Rydberg states [10,15,16].
A single rovibronic, parity level in the A2113/2, v=0 or C2 13 2, v=0 state is excited by a

tunable wavelength Nd:YAG pumped dye laser (Lumonics HD-550 or Lumonics HD-300,

laser specifications are discussed in Chapter 1). Levels of e-parity i A2II3 , v=O were

excited by PUMPing blended Q2(J) + P21 (J+1) lines in the A2n,-X21(0,0) band; f-parity

levels were populated by PUMPing transitions in the P2 branch. Levels of e-parity in

C 2
3n,,, v=O were excited by PUMPing R21(J) lines in the C2 I3/2-X21 4(0,0) band. It was

difficult to populate single f-parity levels in C2 I3,2, v=0 because most low-J transitions in

the P2 and R2 branches are not well resolved. The P2(6.5), P2(8.5), P2(10.5) lines in

C2
3 -X 21(0,0) were the 'least-blended' transitions to f-parity levels, but still resulted in

some population of undesired J's in the intermediate. The PUMP transitions used are

summarized in Table 3.3. Figures 3.2 and 3.3 show typical PUMP spectra recorded by

non-resonant ionization of the 2fI3,2 intermediate. (The ionizing photon was energetic

enough to create a CaF cation in its vibrational ground state and a photoelectron with

-0.01 eV of kinetic energy.)

Table 3.3 ID-OODR PUMP transitions

Band PUMP lines X2+ 2I 3n J's

paity (ef)_ parity (e/f)

A 2yI32-X 2 (0,0) Q2 (J) f e 1.5 - 6.5

P2 (J+1)J e e

A2H3/2-X2E+(0,0) P2(J) f f 5.5 - 11.5

C2rI3/2-X2 +(0,0) R21(J) e e 3.5- 10.5

C2FI3 -X2 +(0,0) P4(J) f f 6.5, 8.5, 10.5
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The term values of levels in the A2rI3,2, v = 0 state were determined by adding the

A2
13/2-X

2
1(0,0) transition energies measured by Nakagawa, et al. [17] to the rotational

term values of the X22;, v=0 state[12]. The C2Il3, v=O term values were calculated using

the constants and Hamiltonian of Gittins et al[18] and the ground state data from Ref.[12].

The term values of Rydberg levels are determined by adding the Rydberg- 2 I3n transition

energy to the 2TI3 level term value. All term values are referenced to v=O, N=O of X22;.

The uncertainty in 2 l3/2-X2
1

+ line positions is 0.01 cm-'. Rydberg- 2fl 3t2 transition

energies were calibrated by monitoring laser excited fluorescence of 12 as described in

Chapter 1. The spacing between levels is accurate to ±0.01 cm '. Term values are accurate

to ±0.03 cm'.
A thorough understanding of the A2 i3,2-X2] + and C2f 3,2-X2 £+ rotational branch

structure facilitates straightforward assignment of Rydberg states belonging to core-

penetrating series. The two, three, and four line patterns characteristic of Hund's case (b)

Rydberg - case(a) valence transitions have been discussed previously [10]. The

assignment of Kronig symmetry in Rydberg states follows simply from those

observations. The selection rules of 2 I 3,2-X 2 + transitions are completely understood.

The total parity of the intermediate level is known because it is excited by PUMPing an

assigned PUMP transition. The levels involved in PUMPing lines from various branches

are depicted in Fig.3.4. Electric dipole selection rules require that the total parity of the

final level is opposite that of the initial level. The total parity of states with positive Kronig

symmetry transform identically as those of a E+ state, i.e. (- 1)N. Rotational level parity in

states with negative Kronig symmetry goes as -(-1)N. The selection rules for J are AJ = 0,

+1. Each rotational level, N', in a case(b) 2A Rydberg state is doubly degenerate, having

J' = N' + 1/2.

The fQ = 3/2 component of the A2H and C211 states is the F2 component of the doublet.

A rotational level in 2 I3, with quantum number J has N = J + 1/2. The N' levels it is

possible to observe from level J in 2 l3f2 are listed in Table 3.4. (Rotational levels in the

intermediate state are labeled by J and N; rotational levels in the Rydberg state are labeled

J' and N'.) Branches are labeled as 'NAJ(J). The six branches one may observe from a
2 I3 intermediate level are RR, QR, QQ, PQ, PP, and oP.
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Table 3.4 Observed Braches for case(b) 2A - case(a)2I13,2 Transitions

AJ N J' N' AN aNAJ

Rbranch +1 J+½ J + 1 J+1l: +1, 0 RR,QR

Q branch 0 J + J J: 0, -1 QQ, PQ

Pbranch -1 jJ1 J J -1 -1: -1, -2 PP, Op

The total parity selection rule dictates that only odd total parity levels in the Rydberg

state may be accessed from even total parity levels in 21-3,. The consequence is that odd N

levels of + and positive Kronig symmetry, A * 0 states may be excited from even parity

levels in 2r1132. Only even N levels of negative Kronig symmetry states may be excited

from even parity levels of 23,2. The parity of the level in 2312 is determined by the

experimenter's choice of PUMP transition. The allowed transitions from J = 8.5 of 2
312,

excited by PUMPing the P2(9.5) line, are depicted in Fig.3.5. The assignment of N in the

Rydberg state is made by observing the lowest N's in the state. The core-penetrating

Ryberg states discussed in this document adhere to Hund's case (b) rotational energy level

patterns. The f-states discussed here start out in intermediate case (b) - case (d) pattern but

quickly evolve (by N-5) to a case (d) pattern. The information on g-states is fragmentary,

but it appears that they follow a Hund's case (d) level pattern. Assignments based on

parity selection rules are universal, but assignments based on the spacing of lines in the ID-

OODR spectrum are strongly dependent upon the Hund's case of the Rydberg state. The

line patterns of case (b) Rydberg - case (a) 23,2 are the simplest to interpret and are

characteristic of transitions to core-penetrating Ryberg series.

By PUMPing the Q2(1.5)+P 2 ,(2.5) line in the 113,2- X2
1;(0,o) band one populates J =

1.5, N = 2 (odd total parity) in the 13,, intermediate. The allowed transitions out of this

level are to N' = 0 and N' = 2 (even total parity) of positive Kronig symmetry states (OP

and Q+QR lines, respectively) and to N' = 1 and N' = 3 (also even total parity) of negative

Kronig symmetry states (P+PQ and R lines, respectively). This is depicted in Fig.3.6. No

N = 0 level exists for 1I or A states and no N = 1 level exists for A states. In Hund's case

(b), the spacing between the N and N+1 levels of a Rydberg state is -2B(N+1), where B is

the rotational constant of the cation. From the J = 1.5, N = 2 level in 2113,2, l states will

appear in the spectrum as two lines separated by 6B, rI states will appear as three line

patterns (spacing = 4B, 6B), and A states will appear as two lines separated by 6B. This

allows for a preliminary sorting of states. One then PUMPs the Q 2(2.5)+P 21(3.5) 2I3,2-

X2z1(0,0) to populate J = 2.5, N = 3 (even total parity). The PROBE transition may then

excite N' = 1 and 3 of positive Kronig symmetry states and N' = 2 and 4 of negative
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symmetry states. The l; states again appear as two lines, but this time separated by 10B,

II states as four line patterns (spacing = 4B, 6B, 10B), and A states as three lines (spacing

= 6B and 10B). The observation of this change in number of lines in a pattern provides an

unambiguous assignment of core-penetrating Rydberg states. Figs.3.7 and 3.8 show ID-

OODR spectra recorded in the region n*=13 and the assignment of states observed. The

dashed arrows in Fig.3.7 indicate the general line-of-sight one should follow to observe the

evolution of branch structure.

If low-N/J lines can not be excited in the PUMP step, then the assignments may be

significantly more difficult. Core-penetrating 1; states always appear as two lines, but as N

increases, 1I states go from appearing as four line patterns to also appearing as two line

patterns. In 0.36 FI states, the two strongest transitions are AN = -1 and -2, the P + PQ

and OP lines. In 0.98 FI states, the two strongest transitions are AN = +1 and 0, RR and QR

+ QQ lines. The two strongest transitions to 0.14A states are the QQ + QR and P + PQ

lines, however the OP and RR lines are still observable up through N= 11.

Assignment of t > 3, f, and other core-non-penetrating states is more complicated than

the assignment of core-penetrating states. Only one member, . = -3, of the seven members

of the f-complex was observed to have significant transition intensity from the A2II3t2 state.

Several other states showed up weakly, = -1 and = 0, or through perturbations with

core-penetrating states, 2 = -2 and 2 = +1. In addition, several levels belonging to

members of the g-complex, 2= -4 and = +1, were observed through perturbations with

core-penetrating states. In contrast, members of the f-complex were easily excited from the

C 2rI 3,2 state. Curiously, the ID-OODR spectra recorded from the C state intermediate

contained virtually none of the information obtained from the A state intermediate.

Transitions which were strongest from the A2II3, were weak or unobserved from the

C213, e.g. the 13.14 and 14.14 A states. Virtually the only lines common to both spectra

were to levels which had mixed core-penetrating/non-penetrating character. Mixed

character levels were more abundant at low N. Figure 3.9 depicts spectra recorded from

the J = 5.5e level of both the A21l3,2 and C2FI3. The spectra recorded from J = 4.5e and

5.5e are far more similar in appearance than for higher J's.
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Table 3.5 n* = 13 and 14 Core Penetrating States Observed

n= 13, v=1 n= 14, v= 1 n=9, v=2

n.55 Z' x (also n*=12) x x

n. 18 + x x

(n-1).88 + x x

n.36 rI x x x

(n-1).98 I x x x

n.14 A x x

3.3. Identification of Core Non-Penetrating States

The f and g-states of CaF exhibit fundamentally different ID-OODR line patterns and

possess different pattern forming quantum numbers than the core-penetrating states. Core-

non-penetrating states are characterized by near-zero quantum defects and anomalously

large or small rotational constants. The effective rotational constants of core-non-

penetrating Rydberg states differ significantly from that of the ion because of the -

uncoupling term, -2BNe, in I-. In the case of n*=13 and 14 core-penetrating states, the

differences in rotationless term values exceed the e-uncoupling matrix elements through

N>>10. For f and g states, the difference in term energies of the £A states is 0(100 cm-').

The matrix element between the f' + and fl states, -5BN, exceeds the difference in their

vibronic term values by N = 5. Core-non-penetrating states behave according to Hund's

case (d) and core-penetrating states according to Hund's case(b).

There are four positive Kronig symmetry and three negative symmetry states of an f-

complex. (The total number of states for a given X is always equal to the degeneracy of the

electron orbital angular momentum, 2 + 1.) The three-by-three Hamiltonian for negative

symmetry states is:

T + B,x -4i-B, Tx-2
H = H1ì b+H-= -/~Bxx TB + Bx - BvT (3.74)

0 -- 6Bv x-6 Tfo + Bvx

where x N(N+1). In the limit of high N, N-10 for n*=13 and 14, the difference in

vibronic term energies is quite small relative to the diagonal and off-diagonal elements of
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HI. For this case, the approximate eigenvalues and eigenvectors of H may be determined

by treating the diagonal terms as a constant offset, approximating 4-x-m as N and

diagonalizing the matrix,

Happrox = - BvN

L 0

- -6BN O

-4BN BN ,
- -B, N 0 

(3.75)

where H = [T + BN(N+1)]I + HaPP"x. The eigenvalues and eigenvectors of H' PP°X are:

E1 = +4BN, I 1 >= 6If1m+ IJfA+ Ifo),

E2 ,112>= )-fl}-lf>4),

E3 =-4BN, 13 > =- frI) + IfA) - If().

(3.76)

(3.77)

(3.78)

The analogous procedure may be performed on the positive Kronig symmetry effective

Hamiltonian with the following results:

E, = +6BN, I 1 > 2= - 12f-+ i f),

E2 = +2BN, 12 > = + fjf)- Im>- ŽI
2 6 fA)+ 32 (

E = -2BN, 13 >= f fr)+ -i f )

E, =2-6BN, 14>= +f+)+ )+ f+ 
16 32 16 32

(3.79)

(3.80)

(3.81)

(3.82)

Adding the eigenvalues to the average energy of the complex, T + B,N(N+1), one finds

that the term values of f-levels go approximately as:

E = T + BN(N+I) + 2B,e*N, (3.83)

where -e < i* < £, where e* is an integer. If one examines a reduced term value plot which

includes core-non-penetrating states, one will be able to identify those states as the ones

124



radiating out from near integer n* ' . This is Hund's case (d) behavior. It is interesting to

note that the transition to Hund's case(d) rroves most traces of the original fA character.

The f(-3) state, which started out as fM*, has only 31% fM* character in the limit of high N.

Its leading character is Mff. The f(+3) state, which started out as f, has only 3% b(

character in the case(d) limit! Its leading character is also ff.

Hund's case (d) is more rigorously derived by allowing the electron orbital angular

momentum, e, to couple to the rotational angular momentum of the ion core, N+, to form

the vector N. The term values of Hund's case (d) levels go as:

E = Tn,. + BN(N++1), (3.84)

where N + - N - 2. Equation (3.84) expanded to obtain the expression in terms of N and 2:

E = T, + B[ N(N+1) - 2N2 + 2(2-1) ], (3.85)

which is essentially the same result as Eq.(3.83) in the limit of high N. Hund's case (d)

states are labeled I ne2 >, but are often in text as n£(l), where ± denotes the Kronig

symmetry of the state. The ± label is redundant. Kronig symmetry alternates with 2 for a

given e, and with e for a given 2. For odd values of e, odd 2's have positive Kronig

symmetry. Plotting the quantity E - BvN(N+1), equal to [T,, + Bl2(-1) ] - 2BN.,
versus N should reveal the 2 of value of core-non-penetrating states.

Jungen and Miescher [19] did a qualitative analysis of case (d) nf(g2) - case (a) 2
3,2

branch intensities and predicted the following branches to be the strongest: +3/2p. 3, +32p 2 +

+3/2Q-2, +3/2Q, -'/2R+2, 1'Q+, -'tp o , and S2R+3. The +32R+2', l po, and S'f2Q+2 branches are

also expected to be visible. The branch notation corresponds to N+-sAJ. Jungen and

Miescher's predictions were quite accurate for their NO absorption spectra and they agree

well here for the +3np.3, +312P.2 + +32nQ2, and +3 2Q.l branches observed in the 14f - C2rI3/2

spectrum (transitions to f states from the A2 I3 state were relatively weak and the data set

fragmentary), but the -'R+ 2 does not appear to be present. The 5 R+3 branch is strong, but

the 5/2Q+2, which is predicted to be weak, does not appear to be present. Also, the - 2Pp+ is

not expected to have any intensity, but is present and quite strong at high N.

A reduced term value plot is generated by subtracting the quantity BN(N+I) from observed rotational
term values and plotting the result versus N(N+1). Levels of unperturbed Hund's case (b) states will fall on
a line with near zero slope. The reduced term value extrapolated to N = 0 is the vibronic term energy of the
state.
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Figure 3.10 depicts the evolution of the n*=14 - C2fI3,2 ID-OODR spectrum with

increasing rotational quantum number in the C2 I 3,2 intermediate state. The C2ZI 3,- X2£ +

PUMP transition is indicated on the left side of the figure. The strongest transitions

terminate on 14f(t) levels. Figure 3.11 is an expanded view of Fig.3.10. Transitions

terminating on 14f(+3) and 14f(+l) levels are indicated with gray arrows. Extra lines in

the spectrum due to perturbations between core-penetrating and core-non-penetrating states

are found within the black rectangles. Figure 3.12 is another expanded view of Fig.3.10,

only this time with transitions terminating on 14f(-3), 14f(-2), 14f(-1), and 14f(0) levels

indicated by gray arrows. Perturbations with core-penetrating states are found within the

gray rectangles. The perturbation highlighted on the R 21(5.5) PUMP spectrum is 14f(-2),

v=l 14.14A, v=l. The perturbation highlighted on the R21(6.5) PUMP spectrum is

14f(0), v=l - 13.98II, v=l. The perturbation highlighted on the R2 (8.5) PUMP spectrum

is 14g(-1), v=l - 9.36ri, v=2.
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860 870 880 890 900 910 920 930 940 950

vprobe - 15000 cm

Figure 3.10. ID-OODR spectra of the n*=14, v=1 region. Spectra

recorded from levels in the C2rI3n, v=O intermediate state excited by

PUMPing transitions in the R21 branch of C2 IH32-X2 +(0,0) band.
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870 875 880 885 890 895 900

Vprobe - 15000 cm'

Figure 3.11. Expanded scale of ID-OODR spectra of n*=14, v=l. The

R21(J) is the C2II3,-X2 Z:(0,0) PUMP transition. ID-OODR transitions

terminating on 14f(+3) and 14f(+l) are indicated by gray arrows.

Perturbation between core-penetrating and core-non-penetrating states are

highlighted by black boxes.
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895 900 905 910 915 920 925

Vprobe - 15000 cm'

Figure 3.12. Expanded scale of ID-OODR spectra of n*=14, v=l. The

R21(J) is the C2H3 -X2X+(0,0 ) PUMP transition. ID-OODR transitions

terminating on 14f(-3), 14f(-2), 14f(-1), and 14f(0) are indicated by gray

arrows. Perturbation between core-penetrating and core-non-penetrating

states are highlighted by black boxes.
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CHAPTER 4

Analysis of n*=13 and n*=14 Data

4.1. Construction of s-p-d "Supercomplex" Hamiltonians

Although is not a rigorously good quantum number in a system lacking spherical

symmetry, considerable insight into the electronic structure of CaF may be gained by

building molecular (non-spherically symmetric) electronic states from pure-e atomic states.

Rice, Martin, and Field [1] used Crystal Field Theory to demonstrate that the lowest energy

electronic states of CaF could be well described in terms of strongly mixed Ca' s, p, and d

orbitals. The highly polar nature of the CaF' core lifts the 2i+1 degeneracy of the Ca* ne

orbitals and mixes states of identical-A. Murphy, et al. [2] have observed all six Rydberg

series arising from mixed Ca' s, p, and d orbitals. Although s-d mixing has been observed

in NO [3] and H 2 [4], and p-d mixing has been observed in H20 [5], strong s-p-d mixing

had not previously been identified.

The purpose of this section is to construct the sp-d Hamiltonian matrix and to

demonstrate both the strengths and shortcomings of the Hamiltonian fit model in

accounting for the behavior of the n*=13 and n*=14, v=l supercomplexes. The

quantitative accuracy of the Hamiltonian fit to the negative Kronig symmetry states allows

for precise determination of an nd-nf electrostatic (electric dipole) matrix element. This

core penetrating-core non-penetrating perturbation may be used in conjuntion with a

quantum mechanically calculated nd-nf radial matrix element to estimate the dipole moment

of the CaF cation.

The six core-penetrating Rydberg series are distinguished by A and their quantum

defects, i,,, where the quantum defect is used to calculate the electronic term value of the

state:

E. =IP- (4.1)
In practice, electro(nic term values are usually calculated using od(,l), not )2

In practice, electronic term values are usually calculated using mod(§iA,1), not 85~n:
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E. =IP- 9, (4.2)
n, [In' -mod(§iA.,1)]

where n' is also an integer, but not necessarily equal to n.

It is tempting to group the members of each Rydberg series nearest a given n'. One can

then model the group of core-penetrating states nearest n' as deriving from single s, p, and

d orbitals. This model is appealing not only for its conceptual simplicity, but that the

Rydberg states of CaF seem to be clustered about mod(6,1) = 0.8. The separation

between the two uppermost members of an n' cluster is about half that between the

uppermost member of the n' cluster and lowermost member of the n'+l cluster. The

distribution of states and the thereby implied n'-grouping is depicted in Figure 4.1. The

physical significance of using n' rather than n in a quantum chemical calculation is that the

n' radial wavefunction has 8iA - mod(§ii,l) fewer radial nodes than n. Core-penetrating

states are named according to mod(i,0) and their electronic symmetry. The 2II state at

44743 cm ' (n*=6.98) is referred to as the "six point nine-eight pi" state, and is a member

of the "point nine-eight pi" Rydberg series.

CaF "supercomplexes" consist of all electronic states for a given value of n' which are

admixtures of atomic basis states with less than or equal to e=t. It has been empirically

determined that all CaF electronic states arising from e < 2 parent states must be modeled as

a group, i.e., e, = 2. The H" portion of the full Hamiltonian strongly couples pure-e basis

states. The off-diagonal matrix elements of Hd arise as a result of the charge distribution

(electric multipole moments) of the CaF' cation to which the Rydberg electron is bound.

All electrostatic perturbations have selection rules AS = Al = AA = An = 0. The core

dipole induced mixing has a Ae = ±1 selection rule; the quadrupole mixing selection rule is

3A = 0, 2; the octopole selection rule is A = +1, 3; etc. The Hamiltonian matrix

necessary to describe the CaF electronic states derived from I < 2 parent states is nine by

nine. Fortunately, the matrix is block diagonal in positive and negative Kronig

symmetries. The positive symmetry block is six by six and the negative symmetry block is

three by three. As mentioned in the previous section, spin doubling is not observed at the

resolution of these experiments, so the dimensions of each block are 2/3 are 1/3 that naively

expected. The positive symmetry basis states are: sl, pl*, pl, dE, dII, and dA+. The

negative symmetry basis states are: pi-, drl-, and dA-. The intra-I-block elements of H '

are:
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He =

TpE O

0 Tpn

Td 0 0
0 Td 0

0 0 Td,-

(4.3)

The matrix has off-diagonal (electrostatic) elements between the sZ* and pZ* states, the s+

and dL+ states, the pl+ and dZ states, and the p + and dl' + states. The Hamiltonian may

not be treated as even nearly block diagonal because some off-diagonal matrix elements are

larger than the differences between diagonal matrix elements. The effective electronic

Hamiltonian for the positive Kronig symmetry s-p-d supercomplex is:

H(+) =

T: V,_,, Vo d 0 0 

V,,,- TP o VP -d 0 0o

0 0 Tpri 0 VP-dr 0

V.-dz Vp_,- 0 Tad 0 0

0 0 VpdI 0 TM 0

0 0 0 0 0 Td-

(4.4)

For the negative symmetry states, H" is simpler as the Z states have no negative symmetry

components. The single off-diagonal matrix element is between the prI' and dil states:

TPr VP-d 01

) = _n Tdn 0 (4.5)

0 0 TJ

The elements of H, as determined by Eqs.(3.63) and (3.64), are added to Hi to generate

the full Hamiltonian matrices for an s-p-d supercomplex. The matrix elements of H ° are

denoted HA and HtAA,. The full Hamiltonian matrix for the positive Kronig symmetry

states is:
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H(+) =

-T. + HE
V.-PVs-p 1

0

VV-dz
0

0

VS-pZ

Tpz + Hpz

Hpz-n

Vp d

0

0O
O

0

Tp + Hpn

0

Vp-dn

0

Vs-dZ

Vp-da

0

Td; + HdZ

Hdl;
0

0

0

Vp-d

HdZ~H

Tdn + Hdn

HdrIA

0
0

0

0

HdnA

Td + Hd

(4.6)

The full Hamiltonian for the negative symmetry states is:

0
Hdna .

Tdn + Hd

H'(-) = VT Pfr

v H
(4.7)

The diagonal matrix elements, evaluated using n*e basis functions are:

(n*, £,A,v,NIHI n*,, A,v,N)
= (n * tAlHI n * tA) + (vlH'~lv> + (N, AIH'IN,tA)

[ IP (n)2 + [h(o(v + )- hx.(v + )2 +
B,[N(N + 1) + e(e + 1) - 2A2]- DN 2(N+1)2. (4.8)

All terms independent of N are typically collected into a rotationless

Eq.(4.8) becomes:

term value, T, and

(n*,e,A,v,NIHn*,e,A,v,N) = Tn.tA., + B,N(N+I) - DN 2 (N+1)2. (4.9)

The Hamiltonian acting on an n*s basis function gives rise to only a single electronic state:

(n* s+,v, NIHn*sl+,v,N) = T+, + B,N(N+1) - DN 2(N+1)2. (4.10)

A p-electron in turn gives rise to three electronic states, two states of positive Kronig

symmetry, p + and pI+, and one of negative symmetry, prI-. The eigenstates are

determined by diagonalizing the matrix composed of elements calculated using Eqs.(3.63)

and (3.64).
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(n * pnI+,NIH n * pn+,N) = Tpnv + BvN(N + 1) - DvN2(N+1)2 (4.11)

(n* pZ+,NIHn * pZ+,N) = T.p+ v + BN(N + 1) - D,N2(N+I)2 (4.12)

(n * p+,NIHI n * p+,N) = -2Bv N(N + 1) (4.13)
(n* p-,NHn*prI-,N)= T.pnv + BvN(N + 1) - DvN2(N+1)2. (4.14)

The Hamiltonian block for the n*p basis states consists of a two by two subblock for the

positive Kronig symmetry states, and a one by one subblock for the negative Kronig

symmetry state:

IpX+,N)

| pnl+,N)

IPI-,N)

jIp+,N) IprI+,N)

TnpZ+ + Bv -2Bv O
-2B, - Tpn+.V + Bx O

O O T.pn-,v + Bx

where x=N(N+1) and the case (b) n*p basis states are listed along the top and side of the

matrix. The same procedure may be followed to set up the effective Hamiltonian for an

n*d-electron. The positive and negative Kronig symmetry subblocks are now written

separately. Following the previous example, the positive Kronig-symmetry subblock is:

Id.+,N)

tdn',N)
IdA,N)

T[ v + Bx --i7BVW r_ __
-IB,_ Tn_+_. + Bvx -2Bv 'x-2

O 0 -2BV-2 T,.+, + B,x

where x-N(N+1), and the negative Kronig symmetry subblock is:

drI-,N)

dA-,N)

where x-N(N+1).
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In principle, if one observes all core penetrating states in a CaF supercomplex, the

observed term values may be fit to the matrices in Eqs.(4.6) and (4.7) using electronic term

values, rotational constants, and electrostatic £-mixing elements as independent fit

parameters.

In practice, there are several difficulties in fitting the observed levels to the effective

Hamiltonian matrices. The primary problem with the fit of the positive symmetry levels to

the six by six matrix is that the assignment of the proper six positive parity states to a

particular n* is more ambiguous than it first appears in Fig.4. 1. The six positive symmetry

states span -2/3 of an n* unit, with each of the states separated by -1/3 of an n* unit.

The obvious choice based on a visual analysis of Fig.4.1, implies a grouping n.55 ;',

n.36 fl, n.18 I, n.14 A, (n-1).98 II, and (n-1).88 I. This ordering is also appealing

because the outlying (n-1).88 I states (lowest energy) clearly experience an N-dependent

(e-uncoupling) interaction with higher energy states and n.55 I states (highest energy)

clearly experience an -uncoupling interaction with lower energy states. However, one

drawback of this grouping is apparent when one looks at the I' states alone (see Fig.4.2).

Unlike the 11 and A states, the intra-supercomplex separation between Z+ states is of the

same size as the inter-supercomplex separation. This suggests that inter-supercomplex e-

mixing matrix elements could be of the same order of magnitude as the intra-supercomplex

elements. Unfortunately, neither the grouping placing the n.55 l; state at the top of the

supercomplex, nor the grouping placing it at the bottom, may be fit to within the accuracy

of the experimental data using the Hamiltonian matrix in Eq.(4.6). (The logic of placing

n.55 £+ states at the bottom of a n'-grouping is that the ground state of CaF is nominally

the 1.55 A+ state.) Finite basis set Hamiltonians prove of limited utility in this situation. It

has been suggested that in order to obtain an accurate fit to an n*-supercomplex with

positive symmetry, it will be necessary to include the n*+l and n*-l supercomplexes in the

Hamiltonian matrix. The full effective Hamiltonian would be three times the dimension of

the n*-supercomplex effective Hamiltonian, but only the data from the n*-supercomplex

would be included in the fit. Inter-supercomplex electrostatic matrix elements, which obey

n*-scaling relations, would be introduced and allowed to vary to optimize the fit of the data

to the effective Hamiltonian. The effective Hamiltonian necessary to accomplish this task

rapidly becomes large (an 18 by 18 Hamiltonian matrix with at least 11 fit parameters for

the positive Kronig symmetry states), and the problem is more aptly treated using

Multichannel Quantum Defect Theory. MQDT has recently been used to model the negative

Kronig symmetry data. Agreement between MQDT and the effective Hamiltonian fit is

quite good up to N=8, where the MQDT fits stop. MQDT modelling of the positive Kronig

symmetry data is presently underway [6].
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Figure 4.1. Core-penetrating Rydberg series, v=l. The positive Kronig-
symmetry states are displayed on the left and the negative Kronig-symmetry
states are displayed on the right. The electronic states between n - 0.4 and n
+ 0.6 constitute an n*-supercomplex.
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Figure 4.2. Core-penetrating 2 states, v=l. The inter-n* separation

between states is comparable to the intra-n* separation.
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4.2. Fit of Experimental Data to the 3x3 p-d (-) symmetry Hamiltonian

The negative symmetry core penetrating states may be accurately modeled using the

three by three Hamiltonian matrix of Eq.(4.7). The three negative symmetry states span

only -2/5 of an n*-unit and are well isolated from neighboring complexes. The n*=13 and

n*=14 negative symmetry supercomplexes have been separately fit using just five

parameters: term values for the pI-, dI-, and dA- basis states, a p~d mixing angle, and an

effective rotational constant for the complex. The advantage of fitting a p-d mixing angle

instead of a p-d electrostatic matrix element is that the mixing angle is expected to be n*-

independent, but the matrix element should decrease as (n*)' 3. The disadvantage is that this

model neglects inter-n* interactions. As the data may be fit to the model Hamiltonian to

within the accuracy of the measurements without incorporating inter-n* interactions, this

disadvantage appears to be minimal. The effective Hamiltonian fits were performed using

p-d mixed I1 basis states. The two negative symmetry I basis states, expressed in terms

of p-d mixing angle, 0, are:

I-(1), N) sin 0] drI-, N)- coss pFI-, N), (4.15)

I n-(2), N) cos01 dIl-, N) + sin 01 pr-, N). (4.16)

The mixing angle 0 is related to matrix elements in Eqs.(4.5) and (4.7):

0- tan -[ VPM . (4.17)

'The argument that should be n*-independent is based upon scaling relationships

discussed in Chapter 3. The p-d electrostatic matrix element should scale as (n*)' 3, Vop =

V0(n*) '3, but difference in term values of the pHI and dI states is proportional to the

product of the difference in the quantum defects of the prn and drI series and (n*) 3 (see

]Eqs.(3.42) and (3.43)). The (n*)-3 factors in the numerator and denominator of Eq.(4. 17)

cancel and therefore 0 will be n*-independent.

The only negative symmetry core-penetrating A state is the dA, IdA-,N). H couples

zero-order dfI and dA states and therefore the e-mixed 11(1) and H(2) basis states with dA:

(dl, NIHI dA, N) = -B, JN(N + 1) - 22(3) -1(2) = -2BV4N(N + 1)- 2.
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(4.18)

Diagonal terms of H(-) without any N dependence are folded into the vibronic term value.

The Hamiltonian matrix is written here with the zero-order p-d mixed basis states listed

across the top and to the left of the matrix:

II-(1), N) I n-(2),N) I dA- N)

rI-(1),N) TPIn- + BVx 0 -2sinO. BvI - 2

I 1-(2), N) 0 Td'n-v + Bx -2cos0- B v - 2i

dA-, N) -2sinO. Bv x -2cosO.B,V - TdA_, + Bx

where x-- N(N+1).

Unlike the matrix in Eq.(4.7), where the off-diagonal electrostatic terms are large relative to

the differences in diagonal terms for n*=13, 14 and N<15, the matrix above is nearly

diagonal at low N. The p-d mixing angle, rotational constant, and term values are varied in

a non-linear least squares fit.' The arbitrary phase choice for in Eqs.(4.15) and (4.16)

results in .98 fI states being predominantly 11(l) and the .36 H states being predominantly

I(2). The results of the fit to the n*=13 and 14 data are listed in Table 4.1.

The figure of merit for an effective Hamiltonian fit is the variance. The variance is

defined as:

2 1 N(E, _E )2

n- p il E

where n is the number of data points fit, p is the number of variables in the fit, and 8 Eob, is

the uncertainty in the experimentally determined quantity. If the Hamiltonian fit model

accounts for the data to within the accuracy of the measurements, then the variance will be

near unity. A variance of less than unity indicates inappropriately large uncertainties on the

data points. The smaller the variance, the better the quality of the fit model. A detailed

discussion of least-squares fitting may be found in Lefebvre-Brion and Field [7]. Readers

interested in the specifics of the non-linear least squares fitting program used in this

analysis should consult Appendix IV of Friedman-Hill's Ph.D. thesis [8] and references

cited therein.

The quantity varied in the fit is actually tan(0/2), not 0. This is because tan(0/2) may be continuously
varied between -co and oo. The value of 0 is calculated from inversion of the fit parameter and varies from -
2n to 21.
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Throughout this document, comparison of Hamiltonian fit results to the input data is

displayed on reduced term value plots. The rotational term values of all core-penetrating

states in an n*-supercomplex are described fairly accurately by the expression:

En*A(N) = TnA + B,.AN(N+1).

A reduced term value plot is constructed by subtracting an average rotational energy,

BN(N+1), from each observed N level and plotting this "reduced term value" versus

N(N+1). In all reduced term value plots in this document, B is taken to be equal to the

rotational constant of the cation, 0.3704 cm-'. Readers interested in the construction of

reduced term value plots should consult Herzberg's text [9].

Table 4.1 Molecular Constants of n*=13 and 14 Negative Kroni S etry States

Fit Parameter Value: n*=13, v=l Value: n*=14,v=1

T n / cm-' 47068.90(1) 47153.42(3)

T.14A/ c mn' 47046.96(3) 47136.10(6)

T'98r / cm 'l 47035.07(1) 47124.88(2)

By, / cm41 0.3696(2) 0.3704(3)

107 D+ / cm 4' [4.4] [4.4]

tan(O/2) 2.64(2) 2.22(2)

0 / radians 2.42 2.30

100.cos20 56.1(3) 44.1(6)

Parameters in brackets were held fixed. Quantity in parentheses is 2a.

Reduced term value plots and the best fit term values for n*=13 and n*=14 negative

symmetry states are shown in Figs. 4.3 and 4.4.2 The observed and calculated term

values may be found in Appendix II. There are two shortcomings of the three-by-three

effective Hamiltonian fit: both of the 0.14 A states are perturbed by an electronic state with

a lower electronic energy and anomalously large rotational constant which is not included in

the fit, and the calculated fractional p-character in the 12.98 I1 state, 56%, is anomalously

large relative to that for the 13.98 If state fit here as well as the 5.98, 6.98, and 7.98 II,

2 Energy levels are calculated for discrete values of N. However, for the sake of reducing clutter on the
reduced term value plot, best fit quantities are indicated by a dashed line.
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Figure 4.3. Reduced term value plot for n*=13 negative Kronig symmetry

states. The dotted line represents the 3 x 3, p-d effective Hamiltonian fit.

142

71.0

69.0
E

I

+
Z

oC

-O's

67.0
49.0

47.0

45.0
36.0

34.0

32.0 _

-e--�---
�---, �---

---c-_,



Observed
---- Calculated +- ---]--

47-+,~ .'14.36 II (44% d, 56% p)

* -·..14.--l";- A ---

*--*-- * 14.14 A (100% d)

-- IC c

13.98 11 (56% d, 44% p)

_-`--

I - - - - I I I

0 20 40 60 80 100 120 140

N(N+1)

Figure 4.4. Reduced term value plot for n*=14 negative Kronig symmetry
states. The dotted line represents the 3 x 3, p-d effective Hamiltonian fit.
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v=O states fit by Murphy [10]. The avoided crossing may be treated as a two-state

interaction using only the data collected via the A2 I3t, v=0 intermediate, but may be more

satisfactorally described using a six-by-six p-d-f Hamiltonian and 14f(t) levels observed

via the C2H3,2 intermediate. Both approaches have merit and will be discussed in later

sections. The calculated anomalous fractional p-character in the 12.98 I state is a localized

'second-order' effect due to an accidental intrachannel perturbation between the 13.14 A,

v=l and 9.14 A, v=2 states, discussed below.

4.3. 13.14 A, v=l - 9.14 A, v=2 Intrachannel Perturbation

The Hamiltonian fit results listed in Table 4.1 may be substituted into Eqs.(4.15) and

(4.16) to determined the plI and dl-I character in the 12.98 and 13.36 H states. One finds

that the 12.98 I state has 56.1(3)% p-character and the 13.98 F state has 44.1(6)% p-

character. The latter fraction is consistent with Murphy's MQDT and effective Hamiltonian

fits to n*=6, 7, and 8, v=0 supercomplexes [10]. The calculated fractional p-character for

the 12.98 H state is anomalous. Rydberg orbital hybridization should not change so

dramatically between consecutive members of a Rydberg series. Fortunately, the

anomalous increase in apparent p-character of the 12.98 H state may be accounted for by an

intrachannel (Av=l) perturbation. The fractional p-character of the 12.98 H state returns to

the expected, series invariant 44% when the intrachannel perturbation is included.

Figure 4.5 depicts the rotationless vibronic term values of the negative symmetry

n*=13 and 14, v=l and n*=9, v=2 states. The intrachannel matrix element was given by

Eq.(3.22) and is listed again here:

Vnl·,v-n; 2 [n 2 [nl*] ( d[R (vR-R: jv')]. (4.19)

Murphy [6] calculated a quantum defect derivative of 0.732 A' for the 0.36 H series and

estimated the quantity to be 0.36 A- for the 0.14 A series. Equation (4.19) predicts that the

matrix element between the 13.14 A, v=l and states 9.14 A, v=2 will be -- 3.7 cm-', -

6.42 cnfm between the 14.36 H, v=l and 9.36 H, v=2 states, and --7.15 cf between the

13.36 H, v=l and 9.36 H, v=2 states.
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Fig.4.5. Term values of n*=13 and 14, v=l and n*=9, v=2 negative
Kronig symmetry states. (All relative to X21;+, v=0, N=0.)
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The molecular constants of the 9.36 11 and 8.98 , v=2 states were determined by

fitting the observed levels to the expression:

E = T., + B,vN(N+1) - Dn.,vN2(N+1)2. (4.20)

The results of these fits are listed in Table 4.2.

Table 4.2 Molecular Constants of n*=9, v=2 Negative Kronig Symmetry States

Parameter Fit Value

T 9.36nv-2 / cm ' 47116.49(4)

B936n.v 2 / cm1 0.3715(4)

T8.98nv.2 / cm' 47005.79(5)

Bs.98n,v2 / cm-' 0.3656(6)

107 D / cm' [4.4]

Parameters in brackets were held fixed.

Quantity in parentheses is 2o.

The 9.14 A, v=2 state could not be unambiguously identified in the ID-OODR spectra.

There were several weak but unassignable lines in the region where it was expected to be

observed. One initially appealing assignment, based on the strongest of the weak features,

yielded a term value of 47048.4(2) cmf and a rotational constant of 0.369(5) cm',

however this placed an upper limit on the intrachannel matrix element of 0.7 cmY1, roughly

1/5 of that predicted by Eq.(4.19), so that assignment was rejected.
The 'zero-order' term values of the 0.36 fI states may be determined by diagonalizing a

three by three matrix with the calculated intrachannel matrix elements in the off-diagonal

positions and the zero-order term values (the unknowns) on the diagonal. The E-values

which are solutions to the determinantal equation are the observed term values:

ET14.36I ,V=1 - E
det -6.42

-6.42

T9.36nv=2 -E

-7.15

0

-7.15 =0.

T13.36n,,=l E

The zero-order term values could also be calculated using second-order perturbation theory.

The values obtained by solution of Eq.(4.21) are listed in Table 4.3.
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Table 4.3 0.36 I State Vibronic Term Values

State Observed / cm71 | Deperturbed / cm4 Level Shift / cm-'

114.36 l, v=1 47153.42 47152.29 +1.13

9.36 Hl, v=2 47116.49 47116.54 -0.05

13.36 II, v=l 47068.90 47069.97 -1.07

The 14.36 l and 13.36 l, v=l states have respectively 3% and 2% 9.36 I, v=2

character. Accordingly, the 9.36 rI, v=2 state has -5% .36 H, v=l character. This has

significant implications for the vibrational autoionization rate of the 9.36 I state, but

changes the calculated n*=13 and 14 p-d mixing fraction by only -2%.3 The perturbation

of the 13.36 I, v=l state by the 9.36 H, v=2 does not account for the anomalous p-d

mixing angle in n*=13. The 8.98 1, v=2 state lies about 30 cm7 below the 12.98 H, v=l

state. A 12.98 11, v=l - 8.98 n, v=2 intrachannel matrix element as large as the 13.36 I,

v=l - 9.36 rI, v=2 would shift the term value of the 12.98 I, v=l state up by -1.7 cm-'.

This could change the calculated fractional p-character in the 12.98 11, v=l state by another

several percent.4 The anomalous p-character can be attributed primarily to an intrachannel

perturbation between 13.14 A, v=l - 9.14 A, v=2 states.

An effective 9.14 A, v=2 - 13.14 A, v=l matrix element may be determined by

expanding the three by three negative-Kronig symmetry effective Hamiltonian to a five by

five. The two additional basis states are the 9.14 A, v=2 and 9.36 , v=2. The term

values of the v=2 states are calculated using Eq.(4.20). The 8.98 II, v=2 state is not

included in the fit because no value of the quantum defect derivative has been determined

for this series, but as mentioned in the preceding paragraph the effect of the 8.98 11, v=2

state on the n*=13 complex is minimal.

The 9.14 A, v=2 - 13.14 A, v=1 matrix element is calculated by first setting the p-d

mixing angle and rotational constant of the n*=13 basis states equal to the non-anomalous

values determined by the fit to the n*=14 data. The 9.36 H, v=2 - 13.36 H, v=l matrix

element is set equal to the value determined using Eq.(4.19), -7.15 cm'. The fit

3 The 14.36 Fl and 13.36 rI, v=1 mixing coefficients have opposite sign. The calculated autoionization rate
therefore depends on the difference of the squares of the mixing coefficients, 0.01, rather than their sum,
0.05. Even though this is a factor of 5 difference, 1/100 of the Av = 1 autoionization rate of the 0.3611
states is still several orders of magnitude larger than the Av = 2 autoionization rate.

4 It will be shown in later sections that the 0.36 quantum defect derivative is at least a factor of two
larger than for any other core-penetrating Rydberg series. The intrachannel matrix element between two
states n* and n*' will be correspondingly larger in the 0.36 FI series.
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parameters which were allowed to vary are the term values for the 9.14 A, 13.14 A, 13.36

H, and 12.98 n states, and the 9.14 A, v=2 - 13.14 A, v=l matrix element. The value of

the matrix element determined by the fit is -3.3(3) cm-', in excellent agreement with the

value predicted by Eq.(4.19). Molecular constants used in this fit are listed in Table 4.4

and a reduced term value plot of the 13.36 HI, 12.98 H, 13.14 A states, and the predicted

location of the 9.14 A levels is shown in Fig.4.6.

Table 4.4 Molecular Constants from 9.14 A, v=2 - 13.14 A, v=l Deperturbation

Fit Parameter Value

T 1 3 .6n v-1 / cm' 47035.07(2)
T 13.14A. v j/ cmf' 47050.0(3)T1298n, V- / cm-' 47069.97(2)

T9. 36n V-2 / cm' l [47116.54]

Tg.14V,.2 / cm' 47050.4(2)
tan(O/2) [2.225]

0 / radians [2.297]

Bv,. / cm-' [0.3704]

107 Dv / cm' [4.4]

V 9.14 .v-2-13.14 A.v-1 -3.3(3)

V9.36 .vr2-13.36 n.v-1 [-7.15]

B. + / cm" [0.368]

Parameters in brackets were held fixed.

Quantity in parentheses is 2a.

It is initially disturbing that no A state was observed with term value ~47054 cm '1.

Fortunately, it is possible to explain this by a destructive interference effect in the n* A - A
2yI3 transition moment. The relative intensities of the A2II3, v=0 to .14 A transitions

may be estimated using the well-known n*-scaling behavior for valence-Rydberg transition

moments [11] and calculated vibrational overlap factors. For transitions within a given

Rydberg series, the purely electronic factor scales as:

3

(no << n*lln*+m) ( n*

(no <<n*I*tn*) n* +m '
(4.22)
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where m is an integer (the difference between the effective principal quantum number of the

two Rydberg states). The expected ratio of transition intensities must also incorporate the

Rydberg - A2 I3n Franck-Condon Factor. The Rydberg - A2 I3a, Franck-Condon factors

are calculated using an RKR-FCF program written by Zare and Cashion [12] and the

molecular constants in Table 4.5. The calculated vibrational overlap integrals are listed in

Table 4.6. The vibrational wavefunctions have positive phase at the inner turning point of

vibrational potential.

Table 4.5 Molecular Constant for Calculation of RKR wavefunctions

Constant / cm'1 CaF A211 CaF+ X'S +

08) 594.86 685

c0ex 3.26 2.60

B. 0.348744 0.3734

a. 0.002529 0.0020

Table 4.6 Rydberg-Cation Vibrational Overlap Factors

vRVA___ o < V I VA = 0 > <V I V =1>

0 0.767 -0.549

1 0.564 0.350

2 0.282 0.595

3 0.112 0.416

If the Rydberg states were unmixed, the expected ratio of Rydberg - A2 l3n transition

strengths would be:

I(A,vA = 0I1J9.14A,v + = 2A2 (13.14 3 0.282 2 0743

I(A,vA = 0lll13.14A,v + = 1l 2 9.14 0.5643.
(4.23)

While the electronic factor of the 9.14 A - A2nI3 2 transition is three times greater than that

for the 13.14 A - A 2 I3,2, the Rydberg, v* - A2 13, 2, v=0 Franck-Condon factor decreases

by a factor of five in going from v*=1 to v*=2 in the excited state. However if the .14 A

states are mixed, the observed transition intensities may be considerably different than

predicted by Eq.(4.23). The two A eigenstates may be expressed as linear combinations of

9.14 A, v=2 and 13.14 A, v=l:
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I+) = coseO9.14A, v = 2) + sinO113.14A, v = 1), (4.24)

I-) - cos01l3.14A, v = 2)- sinOi9.14A,v = 2), (4.25)

where 0 is the 9.14 A ~ 13.14 A mixing angle. (The "+" and "-" labels in the remainer of

this section should not be confused with positive and negative Kronig symmetries. The

intrachannel perturbation affects both symmetries.) The 'Mixed State' - A2 I'3/2, v=O

transition moments are:

(Aa1i-) cose(A 1a9.14A, v = 2)- sin0(A1ji 13.14A,v = 1), (4.26)

(Ala1i+) = cosO(A j113.14A, v = 1)+ sin0(A J19.14A, v = 2). (4.27)

The I-> state is the higher energy eigenstate. The transition intensity is proportional to the

square of the transition moment. The scaling properties of valence-Rydberg transition

dipole moments, Eq.(4.22), means that the substitution can be made:

3

(Ala9.14A) (j 9 l (Aai13.14A) = 1.724 go, (4.28)

where go- (A 14113.14A), the electronic transition moment. Equation (4.26) then

becomes,

(AIll-) = [1.724COS0(VA = OIV = 2)- sin0(VA = 0Iv = 1)]go. (4.29)

The transition moment would be exactly zero if the term in brackets is zero:

0.282* 1.724cos0 - 0.564. sinO = 0. (4.30)

The transition intensity to the '9.14 A, v=2 'state will be zero when the state acquires 43%

13.14 A, v=l character (0 = 0.711 rad). The matrix element determined using Eq.(4.19)

and the effective Hamiltonian fit predicts that the 9.14 A, v=2 and 13.14 A, v=l states will

be nearly 50/50 mixed. For a 50/50 mixture, the ratio of the I+> - A2
1I 32 to I-> - A2 13n2

transition intensities is -180:1, as calculated using Eqs.(4.26) and (4.27):
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I(AIIj +)I2= 11.724· 0.282 0.707 + 0.564-0.70712 180 (431
I(A i - 11.724 0.282 · 0.707 - 0.564 0.70712

This ratio is comparable to the signal-to-noise ratio of the experiment, so the absence of an

observed '9.14 A, v=2' state has a quantitatively viable explanation. If the spectra were

recorded from the v=l, rather than the v=0, level of the A state, one would expect an

intensity ratio of 4:1 instead of 180: 1. Inserting the appropriate vibrational overlap factors

from Table 4.6, Eq.(4.31) yields:

I(AIi+)12 = 11.724 0.595 0.707 + 0.350 0.70712 4. (4.32

I(AIl -) 2 11.724 0.595 0.707 - 0.350 0.70712

If the '9.14 A, v=2' state is unobserved due to an interference effect, then the transition

terminating on '13.14 A, v=l' should acquire additional intensity and be stronger relative

to transitions to other members of the n*=13, v=l supercomplex than the 14.14 A, v=l -

A2II3a2 transition is to other members of the n*=14, v=l supercomplex. The relative

intensities of these transitions may be established by examining ID-OODR spectra recorded

from the J=1.5, e parity level of A2nI3a, v=0. The .98 n state is located -10 cnfm to the red

of the .14 A state in both n*=13 and n*=14 and is not perturbed in either case. The ratio of

intensities of the 12.98 n and 13.14 A - A2n 3 , v=0 transitions is 3.8:1. The ratio of

intensities of the 13.98 I and 14.14 A - A2 I 3 , v=0 transitions is 2.1:1.5 If the 13.14 A

state were unmixed, the ratio would be the same as for the 14.14 A state. The ratio of the

intra-n* intensity ratios is equal to the 'Mixed State' - A2 I3 to unmixed 13.14 A - A2I3,2

intensity ratio. The latter quantity is calculated using Eq.(4.26):

1(13.14 32.282 0.564 2

I(A II.4A,+2 =9.14 ) 42 = 1.73. (4.33)
l(AI4113.14A,v = 1)12 10.564 2 1 2 0

The numerator of Eq.(4.33) is calculated with 0 = C/2 (50/50 mixing) and the denominator

is calculated with 0 = 0. The calculated ratio compares favorably to the observed

enhancement, 3.8/2.1 = 1.8.

5 Relative intensities were determined by integrating the area under lines belong to the Rydberg - A
transition.
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The signature of the 9.14 A, v=2 - 13.14 A, v=l perturbation is in evidence from

several phenomena. Murphy's estimate of the 0.14 A quantum defect derivative is therfore

supported by this work. A more accurate determination of the quantum defect derivative

should be made by observation of the I-> state by excitation from A2fI3, v=l.

4.4. Core-Penetrating - Core-Non-Penetrationg Perturbations: n.14A-nf, 2= -

2 Perturbations

The N=5 level of the 13.14 A state and the N=5 and 6 levels of the 14.14 A state are

doubled in the ID-OODR spectra recorded from the A21I, state (see Fig.4.7). These extra

lines are due to an electrostatic perturbation between the A state and the highest energy

member of the negative Kronig-symmetry portion of the f-complex. The quality of the

effective Hamiltonian fit in the previous section was sufficiently good that the observed

deviations of levels from their calculated positions could be used to determine the matrix

element between the .14 A state and the perturber, even without knowing the zero-order

energies of the perturbing state.

The perturbation may be described using a two-by-two matrix:

E° -E H2 (4.34)

H12 E0-E,

where E,O and E ° are the unperturbed term values. The relation between the separation of

observed levels, zero-order positions, and off-diagonal matrix element is:

AEob = (AE°)2 + 4H2 (4.35)

Equation (4.35) may be inverted to determine IH 21:

H121 = (Eo)2 - (EO)2 (4.36)

Because the zero-order positions of the perturber levels are not known to as high accuracy

as the .14 A levels, IH121 must be estimated from level shifts. The .14 A and perturber

levels are shifted by equal amounts. The shift, 8E, is defined by the relation:
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AEo, - AE° _ 2 -SE. (4.37)

Substitution of Eq.(4.37) into Eq.(4.36) yields,

H12 = E(NAEO - 8E). *(4.38)

The off-diagonal matrix element, calculated using Eq.(4.38), is listed in Table 4.7.

;Each shifted level yields a value of IH121. As the measurement uncertainty in term values is

:±0.03 cm-', the most accurate determinations of IH121 are those which rely on the largest

level shifts. The single point for the n*=13 perturbation yields a matrix element of -0.5

cm7'. The perturbation matrix element in n*=14 is -0.6 cm-'. As discussed in the first part

of this chapter, perturbation matrix elements are expected to scale as (nl*n 2*) 3 42. This n*-

scaling relation predicts that for n*=13 perturbation matrix element should be (14.1/13.1) 3

= 1.25 times larger than the n*=14 matrix element. The value of IH,2 1 for the n*=13

perturbation determined using Eq.(4.38) is considerably smaller than the value predicted by

scaling the n*=14 matrix element:

IH121~*13 k14.1 3 1-J2 4.1 3

IH2n*~-=13 = ) IHi2 n--14 = ( - 0.59 cm' = 0.74 cm-'. (4.39)
K 13.1) k 13.1)

The observed perturbation matrix element is only -70% the value predicted by n*-scaling.

The ratio of the observed to calculated perturbation matrix elements is a fairly accurate

measure of the coefficient of zero-order 13.14 A character in the mixed state. The square of

the coefficient gives the fractional 13.14 A character in the bright state:

100%. (]Hzl =100%* = 47%. (4.40)
(IH121,J,) 0.74

Given the assumptions involved in the preceding calculations, it is fair to claim that the

observed dilution of the perturbation matrix element is consistent with the expectation of

nearly 50/50 mixing of the 13.14 A, v=1 and 9.14 A, v=2 states described in the previous

section.

155



4.7 Calculated Perturbation Matrix Elements

13.14 A

BE / cm 1 IH12 1 / cm'

+0.36(1) 0.51(4)

14.14 A

E / cm IH121/ cm-

+0.43(1) 0.58(4)

-0.36(1) 0.61(4)

Quantity in parentheses is lo.

The perturbation may be treated more completely by including the negative symmetry f-

states, observed in the ID-OODR spectra recorded from the C2 Il3,, v=0 intermediate, and

expanding the effective Hamiltonian to include p-f, d-ft, and d-fS electrostatic

matrix elements. The f-subblock Hamiltonian is constructed in the same manner as were

the p and d-subblocks. The i-mixing electrostatic matrix elements are Vp ,fa, Vd,,, and

Vdrfa. The effective Hamiltonian for the p-d-f negative symmetry supercomplex is most

more simply expressed with diagonal elements of IH subtracted:

H - (Bx - D x 2)I =

Tnl) 0

O Tn(2 )

-2sinOBV/x- -2cosOBVx-2

Vnwli-m Vn(2)-m

O O

0 0

-2 sin 0Bv 2F-2

-2cos OB V4X-'2

TA

0

V

0

Vn(l)-m

Vn(2)-Ml

0

Tm

- BV 4- -
0

0

0

-4B- 4F:
T.a

-4 BV4 6

where x = N(N+1). Unfortunately, only five of the six negative symmetry states were

observed. The lowest energy member of the f-complex, 2 = +2, could not be identified.

The fit of n*=14 data to the Hamiltonian in Eq. (4.41) was quite good. The parameter

values determined by the non-linear least squares fit are listed in Table 4.8. Figure 4.8 is a

reduced term value plot for n*=14 with calculated level positions as determined by

Eq.(4.41) and the 'best fit' values of molecular constants.
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Table 4.8 Molecular Constants from -d-f Effective Hamiltonian Fit

Fit Parameter Value

T14 36n / cm' X 47153.0(3)

T14 14 / cnfm 47136.08(5)

T13.9 8n / cm l 47124.92(4)

T14fn / cm 47129.2(4)

T14 fJ cm' 1 47122.9(1)

T 4fO cm1 47118.0(2)

tan(0/2) 2.17(2)

B, / cm ' 0.3704(2)

107 D / cm' [4.4]

V13.98n 1, / cm' l -0.2(2)

V1 4.36-4ft I / cm-' 3.1(8)
V14.14A14fA / cml 0.45(3)
Variance 2.4

Parameters in brackets were held fixed.

Quantity in parentheses is 2a.

The matrix element between the 14.14 A and 14f(-2) states may be thought of as arising

from CaF* dipole-induced mixing. The dipole matrix element between two atomic orbitals

In£3> and In''X'> is,

n Icos , e 
(niX! r2 (4.42)

where g is the electric dipole moment of the CaF* cation and 0 is the angle between the

dipole axis and the Rydberg electron. The matrix element may be separated into an angular

portion and an integral over radial wavefunctions:

(neIl c n'e X') = (eIcos e ')(n I. n'e'.
r 2 r

(4.43)

The (XlcoselE X') matrix element has selection rules A = +1, AX = 0 and may be

evaluated using Clebsch-Gordan coefficients by invoking the relations,
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cos 0 = Y 0 (0,), (4.44)

and,

(YLM L2M2 I YLM)=V 4 (2L + 1)(2L2 +1) (L1M, ,L 2M 2 IL,M 3)(L, L201L3,O),

(4.45)
where the YLM functions are spherical harmonics [13]. After some algebraic manipulation,
the angular portion of Eq.(4.43) simplifies to,

(+ 1, XIcos( I) = (+1) 2- 2
(4.46)(2 + 3)(2 +1)

The matrix element in Eq.(4.46), evaluated for e = X = 2, is equal to 1/r7.
The .14 A series terminates on the 2.14 A state. The 2.14 A state has primarily Ca'

3d8 character [14]. This may be generalized to mean that n.14 A states have primarily
(n+l)dB Ca' atomic parentage. The radial integral in Eq.(4.43) was calculated using a
phase shifted hydrogenic d-orbital and a purely hydrogenic f-orbital [15]:

(14.14dl J2114f) = 7.0-106 a.u. (4.47)

The dipole moment of the cation may be calculated by inverting Eq.(4.43) and inserting the
calculated value of <14.14dl r 2 114f> and the best fit value of <14.14d8lgcos0.r-2114f8>:

V= 4.14d6-14f(-2) 0.45
(14.14dJlr-2114f)(d I cos 01 f)29t (7 10-6)(,V)(219474)

= 1.9 1.0 Debye. (4.48)

The dipole moment determined using Eq.(4.48) is about one fifth of that expected for
CaF*. There are several likely sources for this discrepancy. The first possible source of
error is the value of the radial matrix element calculated in Eq.(4.47). Phase shifted
hydrogenic orbitals are accurate representations of Rydberg orbitals only at long range.
Unfortunately, the r 2 factor weights the integral at short-r. The second likely source of the
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discrepancy is that the ion-core electric octopole moment also couples the d and f states. A

much better estimate of the ion-core electric dipole moment may be made from the analysis

CaF 14f and 14g state data.
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4.5. Fit of Experimental Data to 6x6 s-p-d and 10x1O s-p-d-f (+) symmetry
Hamiltonian Models

Only five of the six positive Kronig symmetry, core-penetrating states were observed

for n*=13, v=l. The 13.18 Z' state could not be unambiguosly identified. In addition, the

13.14 A state is strongly perturbed by 9.14 A, v=2. At low N, the 12.88 £+ state is dark

from both the A2H3 2, v=O and C2 13zn, v=O intermediates, however rotational e-uncoupling

does mix in some bright state character from the nearby 12.98 II state above N-8.

Vibronic states having n*=9.0 and v=2, i.e. n*=9 core-non-penetrating states, lie right in

the middle of the n*=13 supercomplex. These v=2 core-non-penetrating states perturb

both n*=13 core-penetrating and core-non-penetrating states, and make ID-OODR spectra

recorded from the C2 l3, state particularly difficult to analyze.

The n*=14 sp--d supercomplex is relatively unperturbed in comparison to that for

n*=13. For the purpose of developing a model of sp-d n*-supercomplexes, it is the

n*=14, v=1 supercomplex which receives attention here. Transitions terminating on 14.55

Z+ levels were anomalously weak in comparison to those to 13.55 + levels and there is

some doubt of the assignments of the weakest lines. Their lack of intensity may be due to

an intrachannel perturbation between the 14.55 s+, v=1 and 9.55 V+, v=2 states analogous

to the 13.14 A, v=l 9.14 A, v=2 interaction discussed previously. The Rydberg formula

combined with the estimated value of AG3,, predicts a difference in unpertubed term values

of only several cf' between the 14.55 ;+, v=1 and 9.55 +, v=2 states, so an

intrachannel, Av = 1 perturbation matrix element of only several cm4l could result in

significant mixing. The strongest transitions out of the A2fI3 state terminated on core-

penetrating states. While transitions to positive Kronig-symmetry 14f(1) states, in

particular 14f(-3)+ and 14f(+1)+, were observable, they were comparatively weak. In

contrast, transitions terminating on 14f(t) states were by far the strongest observed out of

the C2
3n,, intermediate.

Figure 4.9 is a reduced term value plot of all positive Kronig-symmetry states in the

vicinity of n*=14, v=l. Several n* = 9, v=2 states are also observed. Figure 4.10 is an

,expanded view of the reduced term value plot in Figure 4.9. The gray rectangle surrounds

an avoided crossing between the 9.36 I, v=2 and 14f(+1), v=1 states. The perturbation is

not analyzed here, but the avoided crossing implies an N-independent matrix element of

-1.0 cml.

The remainder of this section is a comparison and contrast of the s-p-d and s-p-d-f

effective Hamiltonian models of the n*=14 positive Kronig symmetry states. The goal is to
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understand the extent to which the f-states, = 3, are mixed with the core-penetrating,

derived from £e 2, states. With the exception of an avoided crossing between 14.14 A and

14f(-2) near N = 5, the negative Kronig-symmetry data was fit extremely well with the p-d

effective Hamiltonian. Expanding the p-d effective Hamiltonian to include f states had little

effect on the quality or the composition of the resultant eigenstates away from the very local

avoided crossing. In going from negative to positive-Kronig symmetry, the effective

Hamiltonian must be expanded to include an s, e = 0, basis state. The s-p-d effective

Hamiltonian is given by Eq.(4.6). The ten-by-ten s-p-d-f effective Hamiltonian is given

by Eq.(4.49). For the sake of clarity the six-by-six s-p-d subblock is not written explicitly

and the diagonal contribution of the rotational energy is subtracted out:

Hff(+) - ( Bx - Dx2 )I =

· · · · · ·V.,~, 0 0
0 . * * V¢ O O O

-Bx* Eq. (4.6) * p- 

* * 0 0 Vd.,l 0
· · ·0 0 0 · 0 0 0 V,.. * * * * O O O Vd-f

V n+ Va O Vda T . + 12B o4B o O

o 0 Vp 0 Vd- 0 -4i2xB T, + OB -410(x-2)B 0

o 0 0 0 Vd. 0 -J10(x -2)B T,, + 4B -6(x - 6)B

o 0 0 0 0 0 0 0 -46(x - 6)B T, - 6B

(4.49)

where x = N(N+1).

As mentioned in Section 4.1, the intra-n*-supercomplex separation of states is

comparable to the inter-n*-supercomplex separation (see Fig.4.2). Murphy [10] attempted

both effective Hamiltonian and Multi-Channel Quantum Defect Theory modelling of the

positive Kronig-symmetry states using s, p, and d basis states. Neither approach was able

to model the data to within the accuracy of the measurements. It was hypothesized that f-

states, in particular the f states were interacting with core-penetrating states. Until this

current set of experiments, there had not been a sufficient number of f-states identified so

as to include them in the effective Hamiltonian fit.

The variance of the six-by-six, s-p-d effective Hamiltonian fit to core-penetrating

positive Kronig-symmetry levels is about two orders of magnitude worse than that of the

three-by-three, p-d fit to the negative symmetry data. While the average uncertainty in the
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experimentally determined term values is 0.03 cm', the root mean square of the difference

between the observed and calculated values (for the positive symmetry levels) is -0.3 cm'.

Figure 4.11 is a reduced term value plot for the six core penetrating states along with the

effective Hamiltonian fit results using the six-by-six matrix of Eq.(4.6). One notices that

the 14.55 Z* levels are not well modelled by the fit. (The levels were deweighted

considerably in the fit, = 1.0 cm-', due to the uncertainty in the measurements of the

14.55 Z* level positions.) It was found that the variance could be lowered further by

increasing the uncertainty in (or removing) the 14.55 I' term values and allowing the fitted

term values for 14.55 I; to be much larger than is physically reasonable.

The variance of the fit using Eq.(4.49) is 4.5 times smaller than that using Eq.(4.6),

i.e. the RMS difference in the fitted rotational term values is approximately half that using

Eq.(4.6). The RMS difference in the calculated level positions is -0.15 cm', while the

uncertainty in experimentally determined term values is 0.03 cm'. There is clearly

systematic error in the calculated level positions, so it is a bit misleading to state an RMS

difference. Nonetheless, the RMS difference is a useful quantity in assessing the relative

qualities of the calculations.

Figure 4.12 is a reduced term value plot of the positive Kronig-symmetry data and the

s-p-d-f effective Hamiltonian fit results. With the exception of the fit of the 14.55 Z*

levels, the fit appear to be quite similar to that of the s-p-d Hamiltonian. However the

fitted molecular constants reveal significant differences between the fits. The six-by-six

effective Hamiltonian fit identifies the 14.55 I state as having primarily s-character, the

14.18 I' state as having primarily d-character, and the 13.88 state as having primarily

p-character. The calculated atomic -parentages of the core-penetrating states using the

s~-p-d model are listed in Table 4.9.

Table 4.9 Calculated Atomic -parentages Using sp-d Effective Hamiltonian*

s p d

14.55 82 4 14

14.18 Z* 9 7 84

13.88 Z; 9 89 2

14.36 H - 57 43

13.981 - 43 57

14.14 A - - 100

* Percentages are for non-rotating molecule.

165



I I I i 1 I I - , , I , I I

0 50 100 150 200

N(N+1)

Figure 4.11 Reduced term value plot of positive Kronig-symmetry
s-p-d mixed states in the region of n*=14, v=l.
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Figure 4.12 Reduced term value plot of positive Kronig-symmetry
s-p-d-f mixed states in the region of n*=14, v=1.
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The results of the s-p-d-f fit differ significantly. Table 4.10 lists the calculated -

parentages using the s-p-d-f model.

Table 4.10 Calculated Atomic parentages Using sp-<d-f Effective Hamiltonian*

s s d f

14.55 + l 8 71 20 <1

14.18 + 37 <1 24 37

13.88 + 22 27 47 <1

14f I+ 32 <1 8 60

14.36 - 59 39 2

13.98 1 - 40 54 5

14.14 A - - 93 6

* Percentages are for non-roatating molecule.

The n and A states remain largely unaffected by the inclusion of f-states (as was

previously demonstrated by the fit of the negative Kronig-symmetry data to the six-by-six,

p-d-f effective Hamiltonian), however the + states are affected dramatically. Figure 4.13

depicts the effect of the off-diagonal I-mixing matrix elements on the pure-E % basis states.

The effective electronic term values of the pure-E basis states are the leftmost horizontal

bars in Fig.4.13. The s-p-d mixed I+ eigenstates are found at the end of the dashed

arrows leading from the pure-E basis state locations. For the six-by-six fit, the calculated e-

mixing is weak. The zero-order basis states are only shifted several cm' by the off-

diagonal matrix elements.

For the ten-by-ten sp-d-f fit, the electrostatic -mixing matrix elements are generally

larger than the zero-order separations between pure-I basis states, thus the resulting

eigenstates are strongly I-mixed. In particular, the 14.18 %+ state acquires a large amount

of f-character. The effective electronic term values of the s, p, d, and f basis states are the

rightmost horizontal bars in Fig.4.13. The s-p-d-f mixed + eigenstates are found at the

end of the dashed arrows. One notices that while the electronic term values determined

from the s-p-d and s-p-d-f fits do not differ greatly, the calculated atomic t-parentages for

the non-rotating molecule (listed in Table 4.9 and 4.10) are drastically different.

As suspected by Murphy [10], the f-states have decidedly little impact on the

composition of the I and A states. Figure 4.14 is the I/A analogue of Fig.4.13. In both

the six-by-six and ten-by-ten fits the off-diagonal pnx-dt matrix element is large relative to
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Figure 4.13 Calculated electronic term values of states
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the separation of the rotationless term values. In both cases it is calculated to be -14 cm-'.

The 14.36 I state has 55-60% p-character in both fits, and the 13.98 I state has 55-60%

d-character. This is consistent with the fit of the negative Kronig-symmetry data alone (as

discussed in Section 4.4).

It is worth noting that while the negative Kronig-symmetry levels could be fit in

isolation, the positive Kronig-symmetry levels had to be fit simultaneously with the

negative symmetry levels and negative Kronig-symmetry. If this was not done, the non-

linear least squares fitting routine would artificially reduce the variance of the fit by

converting the 14.36 I state to a £ state. (As the number of states of a given A is

conserved, the 14.18 Z* state was consequently assigned as a I state.) The variance of the

fit to the positive Kronig-symmetry levels only drops from 18 to 12 with the 14.36 I state

as (primarily) dZ+ instead of dM. If one then uses the constants determined with the 14.36

H state assigned incorrectly to simulate the negative symmetry levels, the variance of the fit

soars to over 5000. The best fit constants for the s-p-d and s-p-d-f effective Hamiltonian

fits are listed in Table 4.11.

The essential points of the fit results are that the core-penetrating H and A states are

relatively unaffected by the prescence of f-states (they have at most a few percent f-

character), but + states seem to be strongly affected. The £e +' -e'+ electrostatic matrix

elements are, in general, much larger than the corresponding £r -e£'I and eA -£'A matrix

elements. This makes qualitative sense, as the a orbitals (which give rise to I' states) are

oriented along the axis of the CaF ion-core. Orbitals oriented along the molecular axis

should experience the ion-core multipole moments most strongly and therefore be more

prone to core-multipole induced mixing. Although the s-p-d-f positive Kronig symmetry

effective Hamiltonian is not able to fit the data perfectly, it represents a significant

improvement over the s-p-d effective Hamiltonian fit. The likely explanation for the

observed discrepancies between the s-p-d-f fit and the data is the separation between intra-

n* separation between ;' states is comparable to that the separation between the highest

energy XZ state of that n* complex, n.55 I, and the lowest energy £+ state of the (n*+l)

supercomplex, n.88 I.
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Table 4.11 Best Fit Molecular Constants: Positive Kronig Symmetry Data

Parameter spValue/cm f Value/cml |
T(sl*) 47164(6) 47136(2)

T(pl +) 47119(2) 47152(4)

T(pn) 47141(1) 47142.0(7)

T(dZ.+) 47141(2) 47132(3)

T(drl) 47136(1) 47135.0(6)

T(dA) 47137.0(2) 47136.2(2)

T(ffZ) - 47132.8(6)

T(flI) 47128.5(3)

T(fA) - 47123.7(3)

T(fb) - 47118.3(3)

B [0.37042]* [0.37042]

D [4.4.10-7] [4.4. 10 7]

V(pn-d) 14.1(2) 13.7(2)

V(s_'-p_) -13(3) 13(2)

V(p+'-dZ +) 11(3) 4(2)

V(s_-d< + ) 1.5(6) -19(3)

V(s+_f +_ ) - -1.6(8)

V(p+-f +) - -1(3)
V(d+f_+ _) - -5(2)

V(pn-frI) - -2.8(5)

V(dIl-ffl) - -0.3(3)

V(dA-fA) - -2.7(3)

* Parameters in brackets were held fixed during the fit.

4.6. Analysis and Discussion of 14f and 14g (Core-non-penetrating) states

In 1969, Jungen and Miescher [16] used their observation of the splittings of the A

components (I, I, A, 4) of the 4f and 5f Rydberg states of NO to infer the quadrupole
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moment of NO+. (The Rydberg states of NO are analogous to those of CaF in that the

ground electronic states of the NO+ and CaF+ cations are '. Neither cation has a non-zero

electron orbital or spin angular momenta to couple to the Rydberg electron.) Jungen and

Miescher's determination of the electric quadrupole moment was based on the assumption

that the energy of interaction between the core-non-penetrating Rydberg electron and the

cation could be calculated as a first-order correction to hydrogenic energy levels:

E = E() + E(1), (4.50)

where the zero-order energy of the n state is determined by the Rydberg formula:

E(0) = IP- 9. (4.51)

Their perturbation Hamiltonian was simply the difference between the H* and NO+

potentials, i.e. an electric quadrupole potential:

H(1)= VNO+(r,0) - V . (r, 0) = Q3cos2r ] (4.52)

where Q_ is the electric quadrupole moment of NO+ along the molecular axis, and 0 is the

angle between the Rydberg electron and the molecular axis. The first-order energy

correction to the hydrogenic energy is:

(nAIH() InA) Q+ (2e + 1)(2 + 3A)
( + 1)(2 + 3)3

When the expectation value of r 3 may be expressed in terms of hydrogenic quantum

numbers n and e [17], Eq.(4.53) becomes, in atomic units,

(neAHH1) nA) Q 2[(e +1) - 3A2] (4.54)
n n3(2e + 1)(21 + 3)(2e - )e(e + 1)

where e * 0. This simple analytic expression turned out to describe the splitting pattern of

the A components of the 4f and 5f states quite accurately. Jungen and Miescher obtained

an NO+ quadrupole moment of +0.59 0.04 a.u. using this method. Recent ab initio
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calculations predict the quadrupole moment to be +0.4833 a.u. [18]. Eyler and Pipkin [19]

used a similar, but more mathematically involved approach in their analysis of the triplet 4d

states of H2. (Eyler and Pipkin determined the polarizability and electric quadrupole

moments of the lowest vibrational and rotational levels of H2. A more fully developed

version of that model was later published by Sturrus et al. [20])

The generalized Rydberg formula is:

E = IP2(n (4.55)
2(n- LA) 2 '

where §tA is the quantum defect of the £A Rydberg series and the energy is in atomic units.

Equation (4.54) may be expanded as a Taylor series when 6 ,, << n,

EnA = IP 2- 2 + . ... (4.56)

Equations (4.50), (4.54), and (4.56) may be combined to relate the electric quadrupole

moment to the quantum defects of the eA series:

1 1 2Q-[1(t +1)-3A 2]

EA^ = IP 2n2 n3 (21 + 1)(21 + 3)(21- 1)(e + 1)'57)

which, by analogy to Eq.(4.55), leads to:

SA Q 2[(e + 1) - 3A] (4.58)
(21 + 1)(2t + 3)(21- l)te( + 1) 

The quantum defects of the fA Rydberg series in NO are O(0.001). For comparison, the

quantum defects of the core-penetrating series in CaF are O(0.1-1) and the quantum defect

for the s series in Na is -1.38.

The observation of the A-components of core-non-penetrating states and the

determination of quantum defects is an appealingly simple way to determine the quadrupole

moment of a molecular cation. It would be desirable to extend this approach to determine

the dipole moment of a molecular cation. Ideally, one would calculate a first-order

perturbation Hamiltonian analogous to Eq.(4.52):
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H(V) = V(r, - V (r,) - V (r,) + os (4.59)

where t+ is the dipole moment of the cation. (There would also be an electric quadrupole

term as in Eq.(4.52), but for this example the quadrupole contribution will be assumed to

be a much smaller term than the dipole correction.) Unfortunately, the angular portion of

the dipole matrix element, <neAIg-cos0-r 2 InI'A>, between hydrogenic wavefunctions is

zero unless i = e' ± 1 and the radial portion is zero unless = ' [21]. Until recently, this

fact frustrated the derivation of a simple, analytic expression for the splitting of the A

components of high-i, core-non-penetrating states by the core dipole. Using Dalgarno-

Lewis perturbation theory [22], Watson has derived the second-order correction to the

energy levels of a hydrogen atom with a dipolar nucleus [23]. Watson's approach was to

introduce a first-order correction to the hydrogenic wavefunction:

TnPA - 'P0 + 'TP}, (4.60)

where,

tnt, R,t(r)YtA(0, ) + R.,(r) ECtAYA(,4). (4.61)
t=t+1

This first-order correction to the wavefunction leaves the hydrogenic radial wavefunctions

unchanged, but mixes states with e' = i ± 1 into the angular wavefunction. The second-

order energy correction due to the electric dipole moment has a form identical to the first-

order quadrupole correction given by Eq.(4.54):

) . (+)2 2[£(£ + 1)- 3Au
n3(21 + 1)(21 + 3)(2e - l)e(e + 1)

The electric dipole and quadrupole moments in the preceeding equations are treated as point

multipoles located at the center-of-symmetry for the spherically symmetric system. It is

implicitly assumed that, when applying the Watson model to a real molecule, the multipole

moments may be calculated relative to the center-of-mass and that the center-of-mass may

in turn be treated as the center-of-symmetry in which to evaluate integrals. By

transforming the coordinate system in which the multipole moments are calculated from the

center-of-mass to the center-of-charge, the dipole moment vanishes. The energy levels of

the molecule are invariant to the coordinate system in which they are calculated. In his
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derivation, Watson demonstrated that the quantity ]12 - Q in the center-of-mass system is

equal to the quantity Q in the center-of-charge system. It is appropriate that his calculated

second-order dipole correction has the same form as the first-order quadrupole correction

determined by Jungen and Miescher.

The dipole and quadrupole moments of CaF` may be estimated by assuming that the

molecular cation consists of two point charges separated by the equilibrium internuclear

separation in the cation. These estimated values may in turn be used to predict the term

values of n£A states. Conversely, the n£A term values determined from the analysis of ID-

OODR spectra may be used calculate the dipole and quadrupole moments of CaF'+ .

According to Watson's perturbation theory treatment, the electronic term values of core-

non-penetrating Rydberg states are determined by the following expression:

ErA = (p 2 Q) 2[e(e +1)- 3A2] (4.63)
n3 (2e + 1)(21 + 3)(2 - 1)e(e + 1) 

where all quantities are in atomic units.

The prediction of Eq.(4.63) will cease to be accurate for dipoles which induce too large

a mixing between e and I ± 1 and the first order correction to the wavefunction becomes

too large. Examining Watson's derivation, a reasonable criterion for the use of Eq.(4.63)
is 2p2[(2£-1)(2£+3)]-' << 1, where * 0. The dipole perturbed Hamiltonian for hydrogen

atom is separable in spherical polar coordinates. Watson's compared numerical

eigenvalues of the Hamiltonian with his perturbation treatment result and showed that as the

perturbation model breaks down, the A components of the n complex become more

equally spaced.

For the purpose of predicting the splittings of the A sub-levels of the n core non-

penetrating states, the multipole moments of the ion-core are calculated relative to the

center-of-mass:

m+x, = m-(R-x,), (4.63)
m

x=, -R, (4.64)
m-+m+

where x, is the center-of-mass along the molecular axis, mn is the atomic mass of fluorine,

m+ is the atomic mass of calcium, and R is their separation. The dipole moment is,

pg = q+[O- x] + q-[R - x,], (4.65)
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=-q m + R+q- I[- m m]R (4.66)
m +M ~~'[m +m

= [q-m+ - q+mm-1 ]R, (4.67)

where M is the mass of CaF*; q' and q+ are the charges of the ions. The effective charge of

the fluorine may be expressed as the difference between the net charge of the cation and the

effective charge of the calcium ion, q' = 1 - q+. Equation (4.67) may be reduced to a

function of q+ and the internuclear separation:

p.=[m+ -q+ R (4.68)

At the equilibrium internuclear separation of CaF, the calculated dipole moment of the +2 /

-1 ion-pair is:

= - 2 3.54 = - 4.68 a.u. = -11.9 Debye. (4.69)

The sign of the dipole moment simply indicates that the dipole points towards Ca2 ' . For

the sake of comparison, the electric dipole moment of NaCl is -9.00 Debye, (HC1) = -

1.08 Debye, and I(CO) = 0.112 Debye [24].

The calculation of the quadrupole moment, Q, using the point charge model is

straightforward,

Q = q+[0- x] Z + q-[R - x=]2 , (4.70)

with the substitution q' = 1 - q*,

Q {[-] + [ (m)2 (m q+)R2. (4.71)

The quadrupole moment of a +2/-1 cation at the equilibrium internuclear separation of CaF

is -3.16 a.u.
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It is useful to express the quantity g2 - Q in terms of the nominal net charge of the

calcium ion, q, and the equilibrium internuclear separation of the cation, R,+. A little

algebra reveals:

2 - Q = q+(q+ - )(R.+)2 a.u. (4.72)

For a +2/-1 cation, g2 - Q = 25.1 a.u., but for a +1.5/-0.5 cation, 2

Equation (4.63) predicts that the term values of the 14f complex will be:

T, 4f = T, 4 + 0.04232.(1 2 - Q).(12 - 3A2),

- Q= 9.4 a.u.

(4.73)

where E is in cm1 and p2 - Q is in a.u. The splitting between the f+ and ff components

of the complex would be 2 cm' for I2 - Q = 15 a.u. Splittings of this magnitude are easily

observable in the D-OODR spectra. The remainder of this section compares the

experimental observations of 14f states with the predictions of Eq.(4.73).

The effective Hamiltonian for the positive Kronig symmetry f states is determined from

Eq.(3.67), (3.68), and (4.69). For the sake of clarity, H f(+) - [ BN(N+1) - DN2(N+1)2

I I, not the full the effective Hamiltonian matrix, is written here:

H f(+) - [ BN(N+l) - DN2(N+1)2 ] I =

Tfz+ +12B -4B O

-,24xB T + 10B -4lO(x - 2)B

o -110(x - 2)B Tfa + 4B

0 0 -46(x- 6)B

0

0
(4.74)

T - 6B

where x=N(N+1) and I is the identity matrix. The effective Hamiltonian for negative

Kronig symmetry states is identical to the lower right three-by-three subblock of H f (+):

H f (-) - [ BN(N+1) - DN2 (N+1)2 ] I =

Tfn + lOB -4l0(x- 2)B

--J1(x- 2)B TfA + 4B

o -46(x- 6)B

0

-46( - 6)B .
Tf - 6B 

(4.75)

The negative symmetry effective Hamiltonian fit results from earlier in this chapter

indicate that, with the exception of the levels nearest the 14.14 A - 14f(-2) avoided
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crossing, 14f states possess, on average, only 3-5% core-penetrating character. This

fraction is significantly smaller than that obtained using the direct perturbation model from

Ref.[23]. According to Ref.[23], the first-order corrected wavefunction is:

,In.'k,) =In, X)- 11 £ 2_- 2 (+-1,)+ (I(,)( 2- In,+1,)
i (21 - 1)(2£ + 1) 2 £ + 3)

(4.76)

The CaF' core dipole calculated assuming the cation to consist of +2 and -1 point charges

separated at R + is -4.68 a.u. or -11.9 Debye. Equation (4.76) becomes,

114' f a) 14fa) - 0.79114da) + 0.59114go), (4.77)

114' f n) 14ft) - 0.7114dc) + 0.57114gn), (4.78)

114' f 6) = 14f8) - 0.59114d8) + 0.5 114g6), (4.79)

114' f ) = 14f,) + 0.39114g,). (4.80)

The first-order correction terms are quite large relative to the zero-order wavefunction. (In

fact, for a dipole moment of -4.68 a.u., f states do not meet the criterion, 2 2 [(2e-

1)(22+3)]l << 1.) The mixing cofficients in Eqs.(4.76-79) may be 'normalized' by

dividing by the square root of the sum of the squares of the coefficients. Using this

method, one finds that for a dipole moment of 11.9 Debye, the nominally 14f states have

only 50% to 85% f-character. If the CaF dipole moment were half that predicted by the

point charge model, the mixing coefficients would drop by a factor of two, and the

fractional f-character, proportional to the mixing coeffients squared, would rise to 80% to

95%.

It is of interest to know applicable the ion-core dipole perturbation treatment is to the f

states of CaF. The effective Hamiltonian fits to the positive Kronig-symmetry data in the

previous section implied that 14fE' character was mixed into the 14.18 l + state. With the

exception of this local perturbation, f; + character did not appear to be spread through the

E+ states. Similarly, the effective Hamiltonian fits suggest that there is very little f-

character in the rI and A states. Because only a single member of the f-complex, f+,

interacts strongly with core-penetrating states, it is tempting to fit the f-state data in isolation

using the effective Hamiltonian matrices in Eqs.(4.73) and (4.74). This approach is made

even more appealing by the fact that with increasing rotational quantum number, the

fractional fE+ character in the 14.18 E' state decreases. This is principally due to rotational

e-uncoupling, the -BN-. term in H', in the f-states. As N increases, the rotational levels
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in the 14fE state go from a Hund's case(b) to Hund's case(d) level pattern, where the

14fA label is replaced by 14f(I). The 14ft' state becomes the 14f(-3) state, whose leading

A character is rI, not £+. By N = 5, the off-diagonal f'-fTl matrix element in Eq.(4.73)

is considerably larger the electrostatic matrix elements which mixed the 14f1' state with

core-penetrating £' states.

Because the electrostatic matrix elements between the f and core-penetrating states are

smaller than -uncoupling matrix elements for all but the lowest values of N, it is

reasonable to fit the f-state data alone to the effective Hamiltonians in Eqs.(4.63) and

(4.64), but with the low N data deweighted in the fit. It is not expected that the fit to the

data will be nearly as good as for the full positive and negative Kronig-symmetry

Hamiltonians, but the fit will determine a 2 - Q parameter which may be compared to the

value calculated for a CaF cation. The value of the rotational constant, B, was held

constant in the fits. The rotational constant was previously determined quite accurately in

the six-by-six, p-d-f effective Hamiltonian fits and was found to be in excellent agreement

with Murphy's prediction [10].

A reduced term value plot of the positive Kronig-symmetry f state data, along with best

effective Hamiltonian fit to the data, is shown in Fig.4.14. Figure 4.15 is a reduced term

value plot for the negative Kronig-symmetry data. The value of 2 - Q which best fits the

data is 11.2 1.2 a.u. (The uncertainty is 2a.) In addition to the 14f states, several

isolated 14g levels were also observed. These 14g levels were not included in the effective

Hamiltonian fit, but the molecular constants determined from the fit to the f state data were

used to predict the location of the g states. The predicted positions of 14g levels are

included in Figures 4.14 and 4.15. The 14g levels will be discussed shortly.

The effective Hamiltonian in Eq.(4.63) predicts more severe l-uncoupling in the 14f(3)

state than is observed. The 14f(-3) levels appear to be pushed down by a state at higher

energy. The explanation is that the 14f(-3) state interacts with 14.36 I state, whose

vibronic term value is -47156 cm7'. The six-by-six, p-d-f effective Hamiltonian fit to the

negative Kronig-symmetry data, which accounted for that data very accurately, yielded a

14.36 I-14fII electrostatic matrix element of 3 cm-'. The interaction appears strongest at

high N because the anomalously large effective rotational constant of the 14f(-3) state

causes the zero-order energies of the 14f(-3) and 14.36 I to be quite nearly equal near

N-10.
The second anomaly of note on Fig. 4.14 is the effect of the avoided crossing of the

14f(+1), v=l state with 9.36 I, v=2 states. (This is avoided crossing highlighted in

Fig.4.10.) The crossing occurs between N = 8 and N = 9. The avoided crossing appears

as a discontinuity in the 14f(+1) reduced term values because Fig. 4.14 includes only the
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levels with leading 14f(+l) character (no extra lines due to the perturbation). The

perturbation is not included explicitly in the effective Hamiltonian fit. Instead, the lines

nearest the avoided crossing are strongly deweighted.

Even with these acknowledged shortcomings in treating the f-states as isolated from all

other electronic states, the fit of the data to the f-state effective Hamiltonian is remarkably

good. The value of j±2 - Q determined from the fit, 11.2 ± 1.2 a.u., is equal to that for

Ca+' 57F-0.57 calculated using the point charge model, Eq.(4.72). The dipole moment of

Ca+'5 7F 0 5 7 (again using the point charge model) is -3.2 a.u. (-8.0 Debye), which is

slightly less than that of NaCl. For a dipole moment of this size, the nominal nfX basis

states in Eqs.(4.73) have between 70% and 93% f-character. (The low percentage is for

f'+ and the high percentage is for f4.) Core-non-penetrating states are characterized by

near integer principal quantum number. The calculated effective principal quantum number

for T°,4f (as determined by inversion of the Rydberg formula and using 47685 ± 2 cm-' as

the ionization limit for v = 1 Rydberg states) is 13.99 ± 0.02.

Figure 4.16 is a reduced term value plot depicting all observed 14f and 14g levels. The

assignments of the 14f(+3)+ and 14g(+2)+ levels are less secure than the rest, as there were

no observed avoided crossings with core-penetrating states which serve to unambiguously

label N. All other assignments are very secure.

The goodness of the electron orbital angular momentum quantum number, e, improves

as it increases. The observation of e = 4, "g", levels is important because they allow the

Watson's model for the CaF' ion-core induced splittings to be tested in a regime where they

are likely to be more accurate. There were six individual levels belonging to 14g states

observed in the n*=14 supercomplex. (The several g(-4) levels were also observed in the

n*=13 supercomplex.) These levels were identified through perturbations with core-

penetrating states. Table 4.11 lists their rotational quantum numbers, the g-state to which

they belong, their term value relative to X2I;, v=O, N=O, the core penetrating state which

they perturb, and the intermediate state from which they were observed. It is plausible that

an observed OP branch from C2Il 3, terminates on 14g(+2)+ levels, but the assignment is

questionable and the levels are not included in the fit. (Inclusion of these levels in the fit

significantly increased the variance of the fit, but the best fit molecular constants changed

by less than 2a.) The 14g(+2)* assignment less certain than others because there are no

observed avoided crossings with core-penetrating states to confirm the N labeling. In

addition, the locations of the lower N levels, N<10, are O(1 cm"') higher in energy than

expected for the 14g(+2) state.
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Table 4.11 Observed 14g Levels

N . T/cm' 1 Perturbed State Intermediate

7 -4 47176.87(3) 14.36 , v=l1 A and C

8 -4 47185.98(3) 14.36 I, v=l1 A and C

10 -4 47205.98(3) 9.55 Z, v=2 C

7 -2 47166.92(3) 14.18 E+, v=l A

10 +1 47157.78(3) 9.36 n, v=2 A and C

11 +1 47164.95(3) 9.36 I, v=2 A and C

The effective Hamiltonian fit to the 14g levels proceeded in much the same way as did the

fit to the 14f levels. The splitting of the gA components of 14g complex is determined by

p 2 - Q. The effective Hamiltonian fit to the observed g levels involves just two parameters,

pl2 - Q and T° 45. The rotational constant of the g-complex is set equal to the value

determined bu the effective Hamiltonian fit to the p-d-f mixed negative Kronig-symmetry

states, 0.3704 cm-' . The diagonal matrix elements of the 14g effective Hamiltonian are

determined by Eqs.(3.63) and (4.63):

E014 = T14g + B[N(N+1) + 20 - 2A2] - DN2(N+1)2. (4.80)

The off-diagonal matrix elements are £-uncoupling terms in H:

Ha14A-A+I = -BV20 - A(A + 1)VN(N + 1) - A(A + 1). F, (4.81)

where F = -2 when A = 0, and F = 1 when A 0.

The positive and negative Kronig-symmetry effective Hamiltonians have no matrix

elements connecting them, but the 14g data is fit using the pg2 - Q and T4g parameters

equal for positive and negative Kronig-symmetry. (The positive Kronig symmetry

effective Hamiltonian is five-by-five and the negative symmetry effective Hamiltonian is

four-by-four.) The values of g2 - Q and T°l4g determined by the effective Hamiltonian fit

are 12.9 ± 0.9 a.u. and 47125.8 ± 0.1 cm-' respectively. (Uncertainty is 2a.) Inversion of

the Rydberg formula yield an effective principal quantum number of 14.01 ± 0.02 for CaF

14g. This is consistent with the expectation that the quantum defect of g states should be

extremely close to zero. The quantum defect of the atomic Ca+ ng Rydberg series, 8 g, is

determined to be 0.004 by inversion of the Rydberg formula:
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E° = IP(Ca+)- 49 , (4.82)
[n-8g]

and data from Charlotte Moore's atomic energy level tables [25]. (Analysis of Moore's

data for Ca+ nf states yields if = 0.025.)

The agreement of the best fit value of 2 _ Q for 14g and 14f effective Hamiltonian fits

is very encouraging. It is unfortunate that transitions from the A2 I3a2 and C2rI3n

intermediate states to 14g levels are not stronger (allowed), as it would be desirable to

include more levels in the 14g-complex fit. The quality of the fit to those 14g levels

observed is excellent however, especially considering the fit involved only two parameters.

(The variance of the fit was -2.) The goodness of e, and hence Watson's prediction for the

splitting of WA components of core-non-penetrating states, is better for E = 4 than for i = 3.

The value of 2 - Q determined from the g-state analysis should be a more accurate measure

of the actual quantity than the value determined from the f-state analysis. On the basis of

the 14f and 14g effective Hamiltonian fit results, the quantity 2 - Q for CaF* is established

to be 13 ± 2 a.u. Within the framework of the point charge model this corresponds to

Ca+L 65F6, and a CaF dipole moment of -8.6 ± 1.6 Debye.
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CHAPTER 5

Vibrational Autoionization Rates of 13.36 II, v=1 and 14.36 I, v=1 states

Intrachannel perturbations occur not only between bound states, e.g. the 13.14 A, v=1

and 9.14 A, v=2 interaction discussed in Chapter 4, but also between bound states and the

electronic continuum. This latter phenomenon is responsible for vibrational autoionization.

Vibrational autoionization may occur when the vibronic energy of a Rydberg state exceeds

the vibrationless ionization threshold of the molecule. Vibrational autoionization is most

efficient for Av = 1 [1]. The criterion for the vibronic energy of the v=1 Rydberg state

exceeding the v=O ionization threshold is:

E(n*, v=l) = IP,. + AGl (n*)2 > IP o. (5.1)

The minimum value of n* for which v=1 CaF Rydberg states may autoionize is determined

by inverting Eq.(5. 1) and substituting in AG1,(CaF), 685 cm':

n* 2 91 =12.66. (5.2)
AGf2

The minimum n* for vibrational autoionization threshold is lower for lighter and more

strongly bound molecules.

Both bound-bound and bound-continuum intrachannel couplings depend upon the

variation of the quantum defect with internuclear separation. Intrachannel perturbations

arise through IH(R). The internuclear distance dependence of Ha couples states belonging

to the same Rydberg series, but converging on different vibrational levels of the ion core.

I:[f H is assumed to be defined by Eq.(3.1 1):

291
Hn (R) = (nn)3/2 6(R), (5.3)

and,
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(R) = 8(R:) + ( (R R:), (5.4)
e dR - R:)

then, within the harmonic approximation, the term linear in R - R.+ couples states with Av

= +1. Equation (3.20) may be used to calculate the strength of the coupling:

2932 4.106 (d8 i
(n +m, vlHln*,v + = ni(ni + m)] k (dR R

where R9 is the Rydberg constant in cm', Cg is the reduced mass in amu, and (o0+ is the

cation vibrational frequency in cm'. The quantum defect derivative may be determined by

the analysis of intrachannel perturbations between bound states.

Coupling of the bound state to the continuum reduces the state's natural lifetime. The

radiative lifetime of Rydberg states with n* = 0(10') is typically 10°-102 gs. The natural

linewidth would therefore be 0(10'-102 kHz). Autoionization may reduce the Rydberg

state lifetime by many orders of magnitude. The linewidth of a vibrational autoionization

broadened Rydberg level may be determined using Fermi's Golden Rule [2]:

ri = 2Hij Pjp, (5.5)

where Hij is the bound-continuum coupling matrix element and pj is the density of

continuum states. The coupling matrix element is evaluated using Eq.(3.20), but instead of

evaluating the matrix element where ni* + m is real, the calculation is performed for a

continuum state, e, where the principal quantum number is complex. Fortunately,

algebraic manipulation allows the bound-continuum interaction to be expressed in terms of

the effective principal quantum number of the bound state and the quantum defect derivative

of the Rydberg series.

The density of electronic states in the continuum is a continuous function of energy and

is determined by extrapolating the density of states from below the ionization threshold.

The density of states below the ionization threshold is calculated by inverting the derivative

of the Rydberg formula:

2 j = j ) (5.6)dEj dn
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where,

dE = I d 21 -(5.7)
dnj dnj nj2

Substitution of Eq.(5.7) into Eq.(5.6) yields:

n3
P i - (5.8)

Combining the Eqs.(3.22), (5.5) and (5.8) yields the following expression for linewidth

(in cm71) as a function of effective principal quantum number and quantum defect

derivative:

4t'-l 16.858 d 2 12.66 3 d r~ = - + vd = 130( J(=1) cm', (5.9)

for n,*, v = 1 to ei, v+= 0 autoionization in CaF. The autoionization linewidth of a typical

state, n* = 14 with d8/dR 0.4 A-', is O(0.1 cm-'). While this is barely large enough to

produce a reliably detectable broadening when using PROBE lasers with 0.15-0.20 cm4'

linewidths, the corresponding autoionization rate, (F/5.3.10-12) s' = 7.5.109 s', is orders

of magnitude larger than the radiative relaxation rate. The vibrational autoionization rate

will be largest near the ionization threshold, i.e. at the minimum possible value of n i.

Equation (5.9) has been derived phenomenologically by Herzberg and Jungen [3] and

subsequently summarized by Lefebvre-Brion and Field [4].

Five of the six core-penetrating states in the n*=13, v=l supercomplex were observed.

All six core-penetrating states were observed for n*=14, v=l. In addition, several f-states

in n*=13 and six of the seven f-states in n*=14 have been observed. Of all the n*=13 and

n*=14 states observed, the only ones which possessed a reliably detectable line broadening

were the 13.36 FI and 14.36 Fl states. This observation, combined with the prediction of

Eq.(5.9), suggests that the 0.36 11 series possesses the largest quantum defect derivative of

all observed Rydberg series. The question arises, "Why should the 0.36 11 series possess

he largest quantum defect derivative?"

The 0.36 1 series terminates on the C211 state. The C21I state is distinguished by the

fact that it is the least ionic electronic state of CaF. The lowest energy 211 state in CaF, the
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A2 , is well described as a linear combination of Ca+ 4pn and 3dt atomic orbitals [5,6].

The A21I molecular orbital is polarized out the back side of CaF, away from the F ligand.

This polarization stabilizes the A2 l state. One could initially consider the C2 I state to be

the reverse polarized, anti-bonding combination of the Ca' 4pn and 3dir atomic orbitals

[1,7]. A quantum chemical treatment of the problem reveals that not only is the C2 I state

polarized towards the fluorine, but that it possesses a significant amount of F 2pgi character

[6]. One consequence of this is that the Ca-F bond in the C state is the weakest of all CaF

electronic states. The vibrational constant of the C state is only 80% that of the ground and

A states, and only 70% that of CaF+.

The anti-bonding character of the Rydberg electron causes the quantum defect

derivative to be a positive quantity. If the Rydberg electron were bonding or non-

shielding, the quantum defect would be negative. This may be understood by treating the

electronic energy as a function of the internuclear distance dependent energy difference

between the Rydberg state and the cation. The derivation is essentially the same as

Mulliken's from 25 years ago [9]. The fundamental assumption is:

Ed(R) + U(R) = U+(R), (5.10)

where U(R) and U+(R) are the potential energy functions of the Rydberg state and the

cation. The function Ed(R) is defined by the Rydberg formula:

E(R) - IP- . (5.11)

An expression for the quantum defect derivative may be determined by substituting

Eq(5.11) into Eq.(5.10) and taking the derivative:

[-291 [(d.B dU* - dU (5.12)
[n - (R)]' dR dR dR

The effective principal quantum number, n*, is n-8(R), but the quantum defect has a very

weak R dependence, so n-6(R) = n-8(R). Near the bottom of their vibrational potentials,

both the Rydberg state and the cation may be approximated as harmonic oscillators: U(R)

= k(R-R) 2 and U+(R) = k+(R-R,+)2 , in which case the latter term on the RHS of

Eq.(5.12) is:
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dU
= k(R-R,). (5.13)

dR

The first derivative of U*(R) is zero at Re, by definition. The quantum defect derivative (in

units of A-') evaluated at R.' may be estimated as:

dR) 29( k (R-R ), (5.14)R' 29 hc

where k/hc = 2.966- 10-2 (3) 2g; oe is the vibrational constant of the Rydberg state in cm-',

and g is the reduced mass of the cation in amu; R and R: are the equilibrium internuclear

separations of the Rydberg state and the cation in A. At high n*, the difference between R,

and R,+ is extremely small and often difficult to determine accurately. Fortunately, the

lowest energy core-penetrating electronic states adhere fairly closely to the Rydberg

formula [10]. Quantum defect derivatives for each series may therefore be estimated using

Eq.(5.14) and the values of n*, k, and R. of the lowest member of each series. Estimated

quantum defects are listed in Table 5.1. The Rydberg electron is always anti-bonding

because the +2/-1 ionic bond in the cation is so strong. The Rydberg electron screens the

+2 charge on the Ca+ and weakens the ionic bond. Inspection of Eq.(5.14) implies the

quantum defect dervative for the 0.36 rI series is largest because 0.36 H states have

comparatively longer internuclear separations due to the anti-bonding character of the

Rydberg electron.

Table 5.1 Predicted Quantum Defect Derivatives for Core-Penetrating Rydberg Series

Series Terminus State / 0, /cm | R0/A | d6

0.88 * B 2 ;+ 572 1.958 0.37

0.55 1;+ X 2; 589 1.955 0.18

0.18 I;+ F' 21;+ 693 1.873 0.03

0.98 I A 2n 595 1.941 0.28

0.36 I C 2 482 2.012 0.93

0.14 A B' 2A 523 1.997 0.57

Murphy [11] has analyzed an intrachannel perturbation between the 7.36 Il,v=0 and

6.36 I, v=l Rydberg states and obtained the value of quantum defect derivative,
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(dI = +0.732 A,

for the 0.36 Fl series. This is in good agreement with the value predicted using Eq.(5.14).

At this time only the quantum defect derivative for the 0.36 IF series has been determined

from a Av = +1 = -An* perturbation analysis. The first member of the v=l, 0.36 II series

capable of vibrational autoionization.is the 13.36 II state. Eq.(5.9) predicts r(13.36 II) =

0.59 cm7' and F(14.36 i) = 0.45 cm'l. Line broadening of this magnitude is detectable in

ID-OODR experiments. The minimum detectable broadening is limited by the linewidth of

the PROBE laser, 0.15-0.20 cm-'. Tables 5.2 and 5.3 list the observed linewidths of the

rotational levels of the 13.36 Il and 14.36 FI states.

The positive Kronig-symmetry components of the n.36 11, v=l states are subject to e-

uncoupling by the nearby n. 18 £+, v=l states. The n.36 II states are also coupled to the

n.55 + states, but as the n.36 I levels are pushed up in energy, it is apparent that n.36 FI

interacts more strongly with lower energy states. The negative Kronig symmetry

component of the .36 n states is only weakly perturbed through its interaction with the .14

A and .98 I states. The £ states have no negative Kronig symmetry levels. As the zero-

order .36 II character in the positive Kronig-symmetry "" levels is reduced by e-

uncoupling with increasing N, one can observe a decrease in measured linewidths. The

negative symmetry levels retain most of their zero-order .36 Fl character and the measured

linewidths appear to be independent of N.

Figure 5.1 depicts the ID-OODR spectrum of the 13.36 FI, v=l and 9.18 ;+', v=2

states. The linewidths of the 13.36 II levels are quite broad, -0.5 cm7'. The measured

linewidth of the 9.18 £, v=2 state is measureably larger than that of the PROBE laser for

N > 4. While it is possible for the 9.18 £+, v=2 state to ionize via the loss of two quanta of

vibration, this mechanism is not believed to be sufficiently rapid to generate an observable

line broadening. It is most likely that the 9.18 I;+, v=2 state experiences an intrachannel

perturbation with the 13.18 AI, v=l state lying at slightly lower energy. The 13.18 I, v=l

character in the 9.18 I +, v=2 state results in strong t-uncoupling with the 13.36 Il state,

and it is likely the 13.36 Il state character which gives the 9.18 Z, v=2 state its vibrational

autoionization strength and observable line broadening. The 13.18 I, v=l state was not

observed from in the ID-OODR experiments. Unfortunately, there was not enough

information available from the spectrum to establish the extent of the mixing between 13.18

l;+, v=l and 9.18 l +, v=2 as was possible for 13.14 A, v=l 9.14 A, v=2 interaction

analyzed in Chapter 4. The origin of the 9.18 ;+, v=2 line broadening is of interest, but it
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is not essential to the analysis of 13.36 I linewidths. Any mixing between the 9.18 1+,

v=2 and 13.36 H, v=l states is N-dependent and equal to zero at N = 0. The linewidth of

the 13.36 HI levels extrapolated to N = 0 is the value which is compared to the value

calculated using Murphy's value for 0.36 I series quantum defect derivative.

The Figure 5.2 depicts a reduced term value plot of the 13.36 Fl levels and the

corresponding measured linewidths. The extra points on the reduced term value plot arise

from a perturbation of the positive Kronig-symmetry levels by the 13g(-4) state. Figure

5.3 provides a comparison of the N dependence of the measured linewidths of the 13.36

and 14.36 I1 states. Tables 5.2 and 5.3 list the average measured linewidth for ID-OODR

transitions terminating on 13.36 rI, v=l, 1 < N < 12 and 14.36 H, v=l, 1 < N < 10. The

linewidths listed in these tables were determined by fitting the observed ID-OODR line to a

Lorentzian lineshape:

g(A) A A_ (5.15)

where o is the line center of the transition and A is the full width at half-maximum.

Equation (5.15) integrated over all frequencies gives the intensity of the line, A.

The measured linewidths of the 13.36 1, v=l levels extrapolated to N=0 is 0.51 +

0.08 cm-'. The measured linewidths of the 14.36 I, v=l levels extrapolated to N=0 is

0.53 0.05 cm-'. The measured, predicted, and deconvoluted (for laser linewidth)

autoionization induced line broadenings are listed in Table 5.4.

Table 5.4 Measured, Predicted*, and Deconvoluted Linewidths for

0.36 I, v=l States in the Absense of Rotation

r(meas.) / cm"| r(pred.) / cm" r(decon.) / cm-'

13.36 II, v=1 0.51(8) 0.59 0.49(8)

14.36 , v=l 0.53(5) 0.45 0.51(5)

* r(pred.) is calculated using Murphy's value for the quantum defect derivative.

The observed decrease in the linewidth of the positive Kronig-symmetry levels with

increasing rotational quantum number is attributable to the loss of .36 H, v=l character by

rotational e-uncoupling. The -BN.£ term in the effective Hamiltonian for the positive

Kronig-symmetry states couples in electronic states which have a much lower

autoionization rate. The decrease in autoionization rate due to -uncoupling may be
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understood qualitatively by constructing the effective Hamiltonian for an n*-complex

derived solely from a p-electron. A p-complex gives rise to a single negative Kronig-

symmetry state, pI1. The prI- state retains 100% of its original prI character for all values

of N. There are two positive symmetry states in a p-complex, pZ' and pl+I. The effective

Hamiltonian for the positive Kronig symmetry states is:

HT + BN(N + 1) -2B N(N+) 1)
He' + H = (5.16)

He + H -2BVN(N+l) T,+ BN(N + 1) (5.16)

The eigenvectors of Eq.(5.16) are:

IE+, N> = cos(O) IpI +, N> - sin(") Ip;', N>, (5.17)

IE, N> = cos()lp +, N> + sin() IplI+, N>, (5.18)

where,

2B N(N + 1)tan 0 (5.19)
TE+ -Tp+

In the limit of large N, tan 0 = o, 0 = , and cos(')= /. The positive symmetry

eigenstates become 50/50 mixed as N tends toward infinity. If the autoionization rate of the

pZ; state is significantly slower than that of the pTl state, the autoionization rate of the IE>,

nominally pHI+, state will decrease and there will be a corresponding increase in the IE>,

nominally pl:, state's autoionization rate. (If the vibrational autoionization rate of the pX:

state were zero, the linewidths of each of the positive Kronig-symmetry mixed states would

tend towards r(pIl)/2 in the limit of high N.) Because the 0.36 I and 0.18 Z+ states have

only fractional p-character (in Chapter 4 the 0.36 I states were shown to possess only

-55% p-character), the analogy to a p-complex qualitative, not quantitative. The analogy

does qualitatively explain the observed decrease in the linewidths of the positive Kronig-

symmetry levels.

The analysis of linewidths in the 13.36 H, v=l and 14.36 , v=l1 states supports

Murphy's value of the quantum defect derivative determined by deperturbation of the 7.36

H, v = 0 - 6.36 H, v = 1 interaction at lower energy. Both the bound-bound interaction

analyzed by Murphy and the bound-continuum interaction analyzed here involve the

exchange of energy between the Rydberg electron and the CaF cation. The rate of

199



exchange of vibrational and electronic energy in both cases is determined by the derivative

of the quantum defect with respect to internuclear separation. Determination of the

quantum defect derivative by the analysis of a single intrachannel perturbation or single

autoionization rate measurement should allow one to make global predictions of the

vibrational-electronic interaction between any two (or more) Rydberg states belonging to

the same Rydberg series.
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Table 5.2 Measured Linewidths of 13.36 rl levels. ID-OODR transitions fit to Eq.(4.8); a

of multiple measurements in parentheses; no error bars listed for single measurement.

Uncertainty in width for individual measurement typically 0.02 cm'.

N 13.36 rI- 13.36In+ 13g(-4)+ 9.18 l

0 - [ 0.25

1 0.55 0.57

2 0.52 0.45(3)

3 0.43 0.50(1) 0.19(4)

4 0.52(6) 0.48(9) 0.28(9)

5 0.53(5) 0.38(4) 0.27(1)

6 0.50(12) 0.27(3) 0.37(4)

7 0.57(10) 0.24(2) 0.37(2)

8 0.62(1) 0.23(2) 0.34

9 0.43(1) 0.28(2)* 0.24(6)* 0.29

10 0.42 0.15(2) 0.20* 0.30*

11 0.48 0.10

12 0.19

* Perturbed
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Table 5.3 Measured Linewidths of 14.36 l levels. ID-OODR transitions fit to Eq.(4.8); a

of multiple measurements in parentheses; no error bars listed for single measurement.

Uncertainty in width for individual measurement typically 0.05 cm'.

N 14.36 I- 14.36 + 14g(-4)*

1 0.53

2 0.45

3 0.58(6) 0.52(6)

4 0.51 0.43(2)

5 0.53(9) 0.44

6 0.53(4) 0.41

7 0.50 0.41* 0.18*

8 0.35* 0.16*

9 0.50(6) 0.29

10 0.54 0.31

* Perturbed
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Appendix I: Timing Diagram of ID-OODR Experiment
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Appendix II: Price List for the Ablation Source Vacuum System

and Time-of-Flight Mass Spectrometer
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